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Abstract  
In this paper, the statistical distribution of the received quadrature amplitude modulation (QAM) signal components is 

analyzed after propagation in a dispersion uncompensated coherent optical fiber link. Two Gaussian tests, the Anderson-

Darling and the Jarque-Bera have been used to measure the distance from the Gaussian distribution. By increasing the 

launch power, the received signal distribution starts to deviate from Gaussian. This deviation can have significant effects in 

system performance evaluation. The use of the Johnson    distribution is proposed for the performance evaluation of 

orthogonal frequency division multiplexing in an uncompensated coherent optical system. Here, the Johnson    is extended 

to predict the performance of multi-subcarrier and also single carrier systems with M-QAM signals. In particular, symbol 

error rate is derived based on the Johnson    distribution and performance estimations are verified through accurate Monte-

Carlo simulations based on the split-step Fourier method. In addition, a new formulation for the calculation of signal to 

noise ratio is presented, which is more accurate than those proposed in the literature. In the linear region, the Johnson based 

estimations are the same as Gaussian; however, in the nonlinear region, Johnson    distribution power prediction is more 

accurate than the one obtained using the Gaussian approximation, which is verified by the numerical results. 

 

Keywords: Coherent optical fiber link; Gaussian distribution; Johnson    distribution; nonlinear transmission 

performance; Uncompensated Transmission; QPSK. 
 

1- Introduction 

Modeling of nonlinear propagation in coherent optical 

communication systems is of fundamental to predict 

system performance. In particular, [1], [2], [3] present a 

practical survey on modeling of nonlinear propagation in 

uncompensated transmission (UT) systems. Although, the 

propagation of light in optical fiber channels is properly 

modeled by the non-linear Schrodinger equation, it is 

difficult to attain an accurate statistical model of nonlinear 

fiber channel [4] because of the non-Gaussian behavior of 

noise [5].  

In this context, the Gaussian-Noise model (GN-model) is 

known as an accurate and acceptable reference model that 

is applied in different system scenarios for coherent optical 

communication. This model has been successfully used in 

system design, analysis and network optimization. 

However, in some scenarios such as strong nonlinear 

propagation and low dispersion the accuracy of the GN-

model is reduced. Therefore, various models with higher 

accuracy have been suggested in many different scenarios 

[6], [7], [8]. 

In long-haul propagation, amplified spontaneous emission 

(ASE) noise and nonlinear interference (NLI) caused by 

the Kerr effect are pointed out as the two main system 

impairments [5]. As demonstrated in [9], the use of an 

inaccurate signal statistic can dive more than 500 km error 

in reach prediction of a fiber-optic transmission system. 

This statistical deviation of received signal histogram from 

Gaussian distribution is measured using two powerful tests 

named Kolmogorov-Smirnov and Anderson-Darling (AD) 

[10] , [11] and is shown in different scenarios. 

To overcome the inaccuracy of Gaussian distribution, 

some enhanced methods have been introduced in [12] to 

improve the accuracy of the GN model. In some cases, a 

correction factor has been applied to achieving more 

accuracy in different systems, like coherent optical 

orthogonal frequency-division multiplexing (CO-OFDM) 

[10], [13], [14].  

The much of the literature is focused on calculating the 

moments of propagated signal based on a simple Gaussian 

assumption, which requires the estimation of just one 

moment (the variance). However, the non-Gaussian 

distribution of the signal after highly nonlinear 

propagation is not compliant with this assumption and the 
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estimation of higher moments of the received signal 

statistics is required, it as shown in [11]. The Non-

Gaussian behavior of propagated signal is included in an 

enhanced version of the GN model, named EGN, that 

takes into account for high order moments of the signal 

[15]. The Gaussian assumption of the received signal starts 

to be inaccurate at the nonlinear threshold, as shown in 

[11]. The typical operating parts of optical systems fall 

around this threshold. Therefore, an accurate model in this 

region can play an important role.  

The use of Johnson    distribution for BER calculation 

was proposed for the first time in [11], [16] in CO-OFDM 

system with different modulations. The accuracy of the 

Johnson    based methods were verified using both 

analytical and numerical results. The study presented in 

this article seeks to further extend the use of the Johnson 

   distribution statistic for the performance evaluation of 

other coherent optical UT systems with different kinds of 

modulation and signals ([11] and [16] were only focused 

on OFDM signals) which is presented in [17], briefly. 

Single carrier M-QAM signals are the first aim; next, 

multi-subcarrier (MSC) QPSK transmission systems are 

considered because of their higher nonlinear robustness 

[18/], [19/], [20/], [21/]. We also analyzed the performance 

of proposed method in dual polarization systems. 

Therefore, we investigate the Gaussian assumption 

accuracy of the propagated signal components in different 

modulation and signals to extend Johnson    distribution 

applications. The deviation of nonlinear noise pdf from 

Gaussian is measured using two well-known pdf tests, 

namely, Jarque-Bera (JB) and AD. Johnson    pdf  

includes higher-order statistics to achieve a more accurate 

prediction. We report the obtained SER through direct 

error counting in the Monte-Carlo (MC) simulation based 

on the split-step Fourier method (SSFM), and the 

difference from (a) the GN-model based SER estimation 

and (b) Johnson    based method.  

The rest of the paper is organized as follow. Section 2 

describes the system model which section 3 introduces the 

Mathematical Preliminaries of system performance 

evaluation through UT over fiber optic. The statistical 

features of propagated signal is evaluated and Johnson    

pdf is suggested for more accuracy. Finally, Johnson    is 

applied for BER evaluation in Section 4. Conclusions are 

presented in Section 5. 

 

Fig.  1 Top: link structure. Bottom: coherent receiver block diagram. 

 

Fig.  2 The spectrum of output signal in a MSC Tx with 32 GHz 

bandwidth and 250 MHz channel spacing. 

2- System Model 

The diagram of the investigated coherent system is 

illustrated in the top part of Fig. 1. The optical32 Gbaud 

M-QAM signals are generated in electrical domain and 

then modulated onto an optical carrier at a desired 

wavelength using an optical modulator Mach-Zehnder 

modulator (RF/optical converter).  Without any loss of 

generality, calculations are accomplished in baseband. 32-

GHz Nyquist-shaped frequency spectrum is divided into 

    electrical subcarriers for the case of MSC electrical 

multiplexing. In addition, square-root raised-cosine spectra 

with       is used as shown in Fig. 2. Independent 

pseudo-random binary sequences (PRBSs) are used in all 

MSC channels. 

The generated optical signal is fed to the optical channel, 

consisting of      fiber spans with       (km) length and 

each span followed by an erbium-doped fiber 

amplifier (EDFA), which completely recovers the span 

loss. On the other hand, EDFA accumulates ASE noise in 

each span. Therefore, the overall length of the channel is 

              . Two typical fibers, i.e. non-zero 

dispersion shifted fiber (NZDSF) and standard single 

mode fiber (SMF), are used.  The fiber parameters (i.e. the 

http://scholar.google.com/scholar?q=mach-zehnder+modulator&hl=en&as_sdt=0&as_vis=1&oi=scholart
http://scholar.google.com/scholar?q=mach-zehnder+modulator&hl=en&as_sdt=0&as_vis=1&oi=scholart
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dispersion   , the attenuation  , and the nonlinearity  ) 

are reported in Table 1. 

 

 

Fig.  3 Typical measured 16-QAM constellation after the dispersion and 

phase noise compensation in the receiver 

The Kerr effect is the origin of nonlinear effects, which are 

classified as self-channel interference (SPM-like), cross-

channel interference (XPM-like) and multi-channel 

interference (FWM-like). The predominant effect in 

uncompensated optical systems is FWM or multi-channel 

interference, which generates new signals through the 

nonlinear combination of the propagating signals at 

different frequencies. This nonlinear interference can be 

modeled as additive noise on the constellation symbols, as 

shown in Fig.  3 [8]. 

Table 1: Parameters of simulated systems 

 
The ASE noise is the main source of linear noise, which is 

added by the EDFAs and can be modeled as an additive 

stationary Gaussian noise with variance [5]: 

    
                  (1) 

where          are the noise figure of the optical 

amplifier, the absolute light frequency, the Planck constant, 

and the reference bandwidth, respectively. 

In the bottom part of Fig.  1, a standard coherent receiver 

is shown, which is used in this paper. The local oscillator 

(LO) is mixed with the signal in a 90-degree hybrid. In this 

paper we neglect the effects of LO alignment and 

linewidth, which is a practical assumption in coherent 

system as an advantage of digital signal processing (DSP). 

Signal components at the output of the two balanced 

photodetectors are sampled at enough rate for DSP. By 

using data-aided DSP algorithms linear propagation effects 

such as CD are completely compensated. Moreover, phase 

and amplitudes of in-phase and quadrature of received 

signals are accessible. In dual polarization systems a 

parallel system is needed at transmitter and receiver, with 

a different polarization which is completely independent of 

the other polarization. 

3- Mathematical Preliminaries 

This section presents the principle of signal propagation 

through the UT optical fiber, together with the relevant 

basic mathematical equations. Later, the statistical model 

of the received signal is derived. A new modified signal-

to-noise ratio (SNR) is derived based on Johnson    

distribution. Then, the deviation of the propagated signal 

pdf from the Gaussian distribution is measured using the 

AD and JB Gaussianity tests. 

3-1- Gaussianity Tests 

For BER evaluation, focusing on the pdf tail is essential 

and is a better tool for checking pdf. At first glance, the 

received signal histogram fails accurate Gaussianity tests, 

particularly when looking at the far tails of the distribution, 

especially in systems with low BERs. Gaussianity tests are 

powerful tools for evaluating the extent of deviation of the 

random sample histogram from Gaussian distribution. The 

Gaussianity of the symbols pdf is tested by computing the 

statistics of the JB and AD tests that are described in the 

following: 

AD Test: This test measures the difference between two 

population sets. The most encouraging point with the AD 

test is that it focuses upon the difference between the tails 

of two distributions. If ordered data,          , come from 

a distribution with cumulative distribution function  , the 

formula for the AD test statistic is,         where 

[22/] 

   ∑
    

 

 

   

   ( (  ))     (   (      ))  
(2) 

For measuring the distance with Gaussian distribution, 

 ( )  equals    ( ) 

where ( )    
 

√  
∫     ( 

  

 
)

 

 
   . 

 

JB Test: JB test is the second test that is utilized to 

measure the difference between the histogram of received 

samples and Gaussianity. Here, the main tools are 

skewness and kurtosis of the received samples. The test 

statistic is defined as [23/]: 
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 (   

(     ) 

 
)  

(3) 

where K and S denote kurtosis and skewness of the 

observed samples, respectively.  

It should be mentioned that    and    are two metrics and, 

if the pdf of received samples are Gaussian, the result of 

both tests will be zero. For non-Gaussian pdf,    and    

are not zero, and higher values of these metrics mean more 

distance from Gaussian. 

Note that the AD test focuses on the difference between 

the tails of distributions and the JB test measures 

Gaussianity using higher order moments.  

The system described in Fig.  1 is simulated numerically 

using the SSFM as a benchmark according to the 

simulation parameters are reported in Table 1. Linear and 

nonlinear effects are considered in propagation and then at 

the receiver linear propagation effects such as CD and 

constant constellation rotation are compensated. The 

accuracy of the fit is measured for all symbols of 

constellation by gathering all symbols to center by 

subtracting the estimated mean value of each symbols. In 

each test, the results of real and imaginary parts are 

summed and plotted for different launch powers.  

 

Fig. 4 AD test results for system (B) with 60   80 (km) NZDSF link and 
4-QAM signals. 

The AD and JB tests results are shown in Figs. 4 and 5 for 

a       (km) NZDSF link (system (B) in Table 1) with 

4-QAM signal. Nonlinear threshold is the start point of 

nonlinear effect where test values diverge from zero 

(Gaussian pdf). This divergence means that the pdf of 

received samples changes where nonlinearity begins to 

affect. The JB and AD test results are again done for 

system (A) of Table 1 with          (km) SMF link and 

the results are shown in Figs. 6 and 7. The tails (AD test) 

and high order statistics (JB test) of the distribution of the 

received signal are different from Gaussian pdf in 

nonlinear region and this may significantly affect SER 

calculations. 

 

Fig. 5 JB test results for system (B) with 60 80 (km) NZDSF link and 
with 4-QAM signals. 

 

Fig. 6 JB test results for system (A) with 65   100 (km) SMF link and 

with 4-QAM signals. 

JB and AD tests are used in the systems with 16-QAM and 

64-QAM signals. These two modulations are transmitted 

over in SMF and NZDSF systems with different span 

numbers. The results, shown in Figs. 8 and 9,  demonstrate 

that, in a system with NZDSF, received signal distribution 

deviates from Gausianity (zero value) at lower powers 

than SMF, which confirms higher nonlinearity of NZDSF 

(0.002 (   )  ) in comparison with SMF 

(       (   )  ). Moreover, over SMF, the results of 

JB and AD tests show that Gaussianity at the end of span 

number 8 is more than at span number 6. This can be the 

effect of high CD in SMF. However, in NZDSF 

Gausianity of received signal after 6 spans propagation is 

more than 8 spans; because nonlinear effect is dominant 

respect to CD in NZDSF. 
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Fig. 7 AD test results for system (A) with 65   100 (km) SMF link and 

with 4-QAM signals. 

In the next section, Johnson    distribution is used for SER 

evaluation, and the obtained results are compared to those 

achieved using other methods. 

 

Fig. 8 JB test results for systems (A) and (B) with different span number 

and dual polarization 16-QAM signals. 

 

Fig. 9 AD test results for systems (A) and (B) with different span number 
and dual polarization 16-QAM signals. 

3-2- New SNR 

The BER of any coherent communication system with 4-

QAM signals in an AWGN channel is as follows [26/]: 

    
 

 
    (√

   

 
) 

(4) 

and in general for rectangular M-QAM we have 

     (  
 

√ 
)    (√

   
 

 
(   )

)) 
(5) 

It is apparent that using Gray coding: 

 

        ( )      (6) 

SNR in a multi-span optical fiber link has an NLI 

component which is added to ASE noise and SNR can be 

written as [24/]: 

    
 

    
      

  
(7) 

where   is signal power,     
  and     

  are ASE noise and 

nonlinear noise variances, respectively. 

Eq. (4) is achieved assuming that the propagated signal in 

nonlinear optical fiber has a Gaussian pdf.  However, it is 

demonstrated in Figs. 4 - 9 that received signal histogram 

is not Gaussian after nonlinear threshold and nonlinear 

region. According to JB test, 3
rd

 and 4
th

 moments of 

propagated signal are not zero and we can use them to 

increase the accuracy of performance estimation, which 

was proposed also in [25/].  

In this way, we proposed in [11] and [16] to use the 

Johnson    as a four-parameter distribution with two more 

degrees of freedom with respect to Gaussian pdf for 

distribution fitting. Johnson    pdf is a transformation of 

the standard normal pdf [26/] by applying 4th  and 3rd  

moments of noise statistic. Because of symmetry of FWM 

effect, 3rd moment is set to zero, as mentioned in [11], 

[16] and we just use the 4
th

 moment as an additional 

degree of freedom to improve the accuracy of system 

performance prediction. According to Johnson    pdf a 

close form relationship between BER and SNR can be 

written as [11]: 

     
 

 
    (       (

 

√  
)) 

(8) 

where  ,  , and   are parameters of Johnson    

distribution that are equal to: 

 ̂    ̂  

 ̂    ( ̂) 
 

  

 ̂   √
  ̂ 

 ̂   
 

(9) 

where, 

 ̂  [(  ̂   )
 

   ]

 

 

 

(10) 

and 

 ̂  
 ̂ 

 ̂ 
  

(11) 
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 ̂ ,  ̂ , and  ̂  are first, second and fourth central moment 

estimations, respectively [27/]. The hat sign means 

numerical approximation of parameters. By comparing 

Eq.(4) and Eq.(6), the following relationships between the 

SNR and the parameters of the Johnson    distribution are 

obtained: 

√
   

 
         (

 

√  
) 

(12) 

Therefore,       is equivalent to    (
 

√  
) , which can 

thus be interpreted as a new modified version of SNR. 

This modified SNR version depends on   as the 

representative of 4
th

 moment in addition to the 
 

 
, which is 

the representative of signal and noise powers. 

The new SNR can be extended to higher order 

modulations M-QAM with rectangular constellation like 

16-QAM and 64-QAM as follows: 

√
   

 

 
(   )

         (
 

√
 

 
(   ) 

) 
(13) 

and the symbol error rate (SER) can be written as: 

  

     

 (  
 

√ 
)    (       (

 

√
 

 
(   ) 

)) 

(14) 

The method of moments is applied to calculate the 

Johnson    distribution parameters from 2
nd

  and 4
th

  

moments of received signal, numerically.  

4- Results and Discussion 

Here, three methods are used for estimating the SER as an 

important parameter of system performance: 

- SSFM: as a benchmark to measure the accuracy of 

the two other methods. 

- Gaussian numerical: uses the estimated variance   
 , 

  
 and mean   ,    of the constellation points (see Fig. 3). 

We assume that in-phase and quadrature parts of received 

signal are i.i.d [6]. If   
 ,   

 and mean   ,    belongs to 

the corners of the constellation for rectangular M-QAM. 

Based on the Gaussian approximation, Eq. (5) can be used 

for SER calculation. 

- Johnson numerical: pdf parameters (      ) of 

received sampled signal are needed to calculate SER semi-

analytically using the Johnson    distribution. Estimating 

   and    is straightforward, similar to the second method, 

and fourth central moments   , is estimated numerically as 

follows: 

 ̂   
 

 
∑(     )

 

 

   

  
(15) 

where   s are the received samples. 

Johnson    distribution parameters can be calculated using 

Eqs. (9) - (11) according to estimated   ,   , and   . In 

this method, SER is calculated using Eq. (14) for 

rectangular distributions. 

It should be mentioned that there is an assumption in Eq. 

(14) and (5) that is the symmetry of distribution which is 

correct for both Johnson    and Gaussian. Therefore, SER 

calculation is done just for in-phase or quadrature part. 

SER versus launch power estimated using the three 

methods described above shown in Fig. 10. A 40 80 (km) 

NZDSF system was simulated, using the parameters 

reported in Table 1, column (B). According to Fig. 10, in 

nonlinear region, Johnson   distribution will achieve 

about 1 dB better power prediction at          than 

Gaussian. The simulation of Fig. 10 is repeated for the 

system (A) with 60 100 (km) SMF spans. This means that 

there is 60 numbers of 100 km SMF spans. The results 

shown in Fig. 11 confirm the higher accuracy of proposed 

method over SMF, as well. 

 

Fig.  10 Performance comparison among three methods in 40 80 (km) 
NZDSF UT link with parameters of System (B) according to Table 1 and 

4-QAM signals. 

 

Fig.  11Performance comparison among three methods in 60 100 (km) 
SMF UT link with parameters of System (A) according to Table 1 and 4-

QAM signals. 

SMF has a higher CD and a lower nonlinearity in 

comparison with NZDSF which results in more Gaussian 
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received samples and therefore Gaussian based method in 

Fig. 11 is closer to MC than in Fig. 10. 

The accuracy of the proposed method was also assessed in 

a WDM scenario with 50 GHz spacing. The results over 

NZDSF (see Table 1, column B) are shown in Fig. 12 

where the higher accuracy with respect to the Gaussian 

based method is confirmed. 

In Figs. 13, 14, 15 and 16 Johnson    distribution is used 

for performance evaluation in MSC systems with different 

subcarrier number and frequency spacing. The 

performance improvement is clear in this four figures 

when the spectrum is divided into 8 and 4 parts with 4 

GBaud and 8 GBaud symbol-rate each, respectively. It 

means that by dividing the spectrum into 4 or 8 parts, 

nonlinear effects fall down and system can reach more 

distances with desired performance.  

 

Fig.  12 Performance comparison among three methods in 40 80 (km) 
NZDSF UT 5-channel WDM link with parameters of System (B) 

according to Table 1 for each channel and 4-QAM signals. 

By comparing Figs.13 and 14, it can be concluded that 8-

subcarrier spectrum have more robustness than 4-

subcarrier spectrum against nonlinearity. It is also apparent 

that the proposed Johnson    based method is more 

accurate than the Gaussian methos in all analyzed 

configurations and SER prediction error is reduced to less 

than 0.1 order of magnitude in SMF links. According to 

Figs. 13-16, system performance can improve of about one 

and more than one order of magnitude in SMF and 

NZDSF links, respectively. 

The performance evaluation of MSC is again done for 

system (B) scenario, as is shown in Figs. 15 and 16. In 

MSC system with 8 subcarriers and 500 MHz spacing of 

Figs. 15 and 16, there is more than 0.5 order of magnitude 

SER deviation at -2 dBm launch power and more than 1.5 

dB power prediction error using Gaussian based method at 

          . The frequency spacing in Fig.16 decreased 

to 250 MHz, which can increase nonlinear effect. It is also 

shown that the proposed Johnson    based method is more 

accurate than the Gaussian methods in NZDSF based links.  

 

Fig.  13 Performance comparison among three methods in 65 100 (km) 
SMF UT link with parameters of System (A) according to Table1 and 4-

QAM signals. Blue dotted curves belong to numerical SSFM. 

 

Fig.  14 Performance comparison among three methods in 65 100 (km) 
SMF UT link with parameters of System (A) according to Table1 and 4-

QAM signals. Blue dotted curves belong to numerical SSFM. 

 

Fig.  15 Performance comparison among three methods in 45 80 (km) 

NZDSF UT link with parameters of System (B) according to Table1 and 
4-QAM signals. Blue dotted curves belong to numerical SSFM. 
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Fig.  16 Performance comparison among three methods in 45 80 (km) 
NZDSF UT link with parameters of System (B) according to Table1 and 

4-QAM signals. Blue dotted curves belong to numerical SSFM. 

SER versus launch power estimated using the three 

methods, described above, is shown in Figs. 17 and 18. A 

10 100 (km) and a 3 100 SMF based link is simulated, 

using the parameters reported in Table 1, column (A). It 

can be seen from Fig. 17 and 18 that, in nonlinear region, 

Johnson   distribution works better than Gaussian, and the 

performance fits  to the SSFM results more accurately. 

The nonlinear effects of high order modulation cause an 

equalization error that corrupts the moment estimation and 

that causes a gap between SSFM and two other methods. 

For tackling with this problem, analytical methods can 

help, which will be done in future works. 

 

Fig.  17 Performance comparison among three methods in 10 100 (km) 
SMF UT link with parameters of System (A) according to Table1 with 

dual polarization 16-QAM signals. 

In addition, CD is another parameter that affects 

Gaussianity of signal i.e. the signal is dispersed by 

increasing the span number. By increasing the span 

number, received signal kurtosis starts to converge to 3 

(kurtosis of a Gaussian data set), which is shown in Fig.19 

for 4 different powers. At high powers, kurtosis value is 

higher due to nonlinear effect.  

 

Fig.  18 Performance comparison among three methods in 3 100 (km) 
SMF UT link with parameters of System (A) according to Table1 with 

dual polarization 64-QAM signals. 

 

Fig.  19 Kurtosis comparison in 10 100 (km) SMF UT link with 
parameters of System (A) according to Table1 with dual polarization 16-

QAM signals. Kurtosis for a Gauissian data set is 3.  

5- Conclusion 

The statistics of the propagated signal in optical fiber 

transmission system can be affected by nonlinear effects 

which have a critical role in system performance 

calculation. Nonlinear effects deviate propagated signal 

probability distribution from the Gaussian distribution 

(which is a typical assumption in modeling of optical 

systems) when the launch power increases. In this paper, 

two JB and AD tests have been used to measure the 

deviation of propagated signal at different powers, 

modulations, and span numbers. As a result of the 

mentioned tests, propagated signal distribution starts to 

deviate from Gaussian after the nonlinear threshold. 

Therefore, the performance prediction methods based on 

the Gaussian assumption are not accurate in the nonlinear 

region. This paper extended the use of the Johnson    

distribution for performance evaluation of coherent optical 

systems with different kinds of signals; single carrier M-

QAM signals, multi-subcarrier QPSK transmission 

systems are considered because of their higher nonlinear 

robustness in comparison with single-carrier systems. We 

also analyzed the performance of proposed method in dual 
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polarization systems. Monte-Carlo simulation results were 

used for verification of the proposed semi-analytical 

approach, which is more accurate in different scenarios in 

high or low nonlinearity or chromatic dispersion and also 

in different kinds signals with different powers. 
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Abstract  
To support high bisection bandwidth for communication intensive applications in the cloud computing environment, data 

center networks usually offer a wide variety of paths. However, optimal utilization of this facility has always been a critical 

challenge in a data center design. Flow-based mechanisms usually suffer from collision between elephant flows; while, 

packet-based mechanisms encounter packet re-ordering phenomenon. Both of these challenges lead to severe performance 

degradation in a data center network. To address these problems, in this paper, we propose an efficient mechanism for the 

flow scheduling problem in cloud data center networks. The proposed mechanism, on one hand, makes decisions per flow, 

thus preventing the necessity for rearrangement of packets. On the other hand, thanks do SDN technology and utilizing 

bidirectional search algorithm, our proposed method is able to distribute elephant flows across the entire network smoothly 

and with a high speed. Simulation results confirm the outperformance of our proposed method with the comparison of state-

of-the-art algorithms under different traffic patterns. In particular, compared to the second-best result, the proposed 

mechanism provides about 20% higher throughput for random traffic pattern. In addition, with regard to flow completion 

time, the percentage of improvement is 12% for random traffic pattern.  

 

Keywords: Cloud Computing; Data Center Networks; Flow Scheduling; Routing Algorithm; Load Balancing; 

Bidirectional Search. 

 

1- Introduction 

Over the past few years, several companies and 

organizations have shifted their services such as large scale 

computing, web search, online gaming, and social 

networking to cloud computing environment [1]. Recently, 

with the emergence of IoT-based applications and massive 

data processing, the demand for cloud resources has 

increased dramatically. In order to meet these needs, 

various data center networks are deployed around the 

world, including hundreds of servers and large amounts of 

traffic are exchanged between them. 

Today's data center networks often use multi-rooted tree 

topologies such as Fat-tree [2-4] and Clos [5, 6]. These 

topologies provide multiple paths at an equal cost between 

each pair of end hosts, and thus significantly increase 

bisection bandwidth. However, given the burstiness and 

unpredictable nature of the traffic matrix and the flow 

pattern generated by virtual machines on hosts, achieving 

load balancing in a data center network is not a trivial task. 

Over the past few years, network researchers and traffic 

engineers have proposed various algorithms and 

mechanisms to provide load balancing in cloud data center 

networks [7–17]. Although these efforts are valuable steps 

towards improving the efficiency of data center networks, 

there exist still some challenges and issues in this regard. 

The mechanisms that use per-packet approach to manage 

network traffic, although provide good load balancing 

across the network, but they are faced with the 

phenomenon of packet re-ordering. Packet re-ordering not 

only affects TCP throughput but also imposes significant 

computational overhead on hosts [12]. On the other hand, 

flow-based mechanisms usually suffer from the 
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phenomenon of collision between the elephant flows, 

which leads to network performance reduction. Therefore, 

the issue of load balancing in data center networks is still 

challenging and needs further research efforts [1]. 

In this paper, we aim to design an efficient flow-based 

mechanism to achieve load balancing in data center 

networks. Given the fact that most flows in data centers 

are only a few kilobytes in size (i.e., mice flows) and a 

very small percentage of them are large-sized flows (i.e., 

elephant flows), we take advantage of a hybrid mechanism 

for flow scheduling in a data center network. For this 

purpose, we use the distributed ECMP algorithm for mice 

flows, while a central controller is used for elephant flows. 

When an elephant flow is detected by a host, it sends the 

flow to the controller for routing the first packet. In the 

controller, based on the defined cost matrix, an optimal 

bidirectional search is performed on the network to find 

and select the best route for that flow. 

Our proposed mechanism has three major advantages. 

First, it prevents the packet re-ordering phenomenon; 

because it performs per flow. Second, since the controller 

is used only for elephant flows, it does not become a 

bottleneck. Third, because the central controller provides a 

macroscopic view of the network traffic, our algorithm is 

able to distribute the elephant flows smoothly across the 

network. We have compared our approach with various 

mechanisms such as Static [2], ECMP [18] and DiFS [19]. 

The results of the experiments clearly show the superiority 

of our algorithm in terms of delay, throughput and flow 

completion time in comparison with other mentioned 

approaches. 

The rest of the paper is organized as follows. In Section 

2, related works are reviewed. Background and problem 

definition are described in Section 3. The proposed 

mechanism is presented in Section 4. In Section 5, we 

describe the simulation and evaluate the performance of 

the proposed method. Finally, Section 6 concludes the 

paper. 

2- Related Works 

In general, flow scheduling algorithms are divided into 

two main categories [1]: distributed and centralized. On 

the other hand, in terms of how the flows are handled, they 

can be classified into three categories [1]: packet-based, 

flow-based and flowlet-based. Below, we review some of 

the most important works performed on flow scheduling in 

cloud data center networks.  

ECMP [18] is the most common routing algorithm for 

flow scheduling in data center networks. It is a distributed 

and flow-based algorithm. When a flow enters a switch for 

the first time, the ECMP performs the routing operation by 

applying the hash function to the header of the packet. 

Although the implementation of this algorithm is very 

simple, it does not differentiate between mice and elephant 

flows; and therefore, collisions between elephant flows is 

inevitable. 

DARD [4] is another flow-based distributed algorithm. 

In this algorithm, end-hosts are responsible for monitoring 

the status of network traffic. Based on the network 

feedback received from the probe packets, each host 

moves the flows from high-traffic routes to low-traffic 

routes. However, injecting a large number of probe 

packets into the network puts considerable overhead on it. 

In addition, since this algorithm is host-based, all hosts 

need to be upgraded, which imposes a lot of administrative 

costs. 

Cui et al. [14, 19] have recently proposed an adaptive 

distributed mechanism, called DiFS, for flow scheduling 

in data center networks with Fat-tree topology. They use 

ECMP to forward mice flows, while for scheduling the 

elephant flows each switch greedily distributes them to the 

output ports. In order to prevent over-utilized links, DiFS 

may change the path of some flows based on the 

collaboration between switches. Simulation results show 

that DiFS performs far better than ECMP. However, since 

this algorithm has no macroscopic view of the network, it 

has to transmit a large number of messages between the 

switches to provide load balancing. This, on the one hand, 

leads to overhead on the network, and on the other hand, 

as some flows change their direction, packets may need to 

be re-ordered. 

DRILL [20] is another distributed mechanism which is 

inspired by the idea of "the power of two random choices".  

In each switch and for each packet, this approach decides 

which output port to send the packet to, based on local 

information about the queue length. The port selection 

mechanism in DRILL is simple and easy to implement. 

However, due to the fact that DRILL operates on a per-

packet basis, packet out-of-ordering is inevitable. 

Some other works [2, 21, 22] use Static or deterministic 

routing to forward packets over the network. In Static 

routing, the path between each host pair is determined in 

advance and remains unchanged. Although in practice the 

implementation of such mechanism is very simple, it 

cannot well take advantage of the multi-path benefit 

provided by the topology of data center networks, and 

usually provides very low performance. 

Hedera [7] is a dynamic flow scheduling system in 

which mice flows are separated from elephant flows using 

a specified threshold value. By default, Hedera uses 

ECMP to transmit flows on the network. However, when a 
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large flow is detected, the system generates a demand 

matrix for active flows. Therefore, it proposes two 

schedulers “Global First Fit” and “Simulated Annealing” 

to send the flows. The results show that Hedera achieves a 

significant performance improvement compared to ECMP 

for the moderate cost. On the one hand, the demand 

estimation matrix in Hedera is only run once per 

scheduling period, which takes about 200 milliseconds for 

a data center network with 27,648 hosts and 250,000 large 

flows. On the other hand, the execution time of the 

scheduler is in order of tens of milliseconds. Putting these 

two points together, it can be seen that it takes several 

hundred milliseconds to find a suitable approximate path 

for guiding large flows in a data center network, which is a 

considerable time. In addition, given the drastic changes in 

traffic patterns in data centers, Hedera has to build demand 

matrixes over and over again in a short period of time, 

which imposes a significant overhead on the system. 

Wang et al. in [23] proposed an adaptive mechanism 

called Freeway for flow scheduling in data center 

networks. This mechanism partitions the paths between 

hosts into low latency and high throughput paths. It then 

transmits mice flows through low latency paths and 

elephant flows through high throughput paths. Although 

Freeway performs better than ECMP and Hedera, in 

practice it may leave much of the network’s capacity 

unused [1]. 

Based on the ant colony optimization algorithm, the 

authors of [16] proposed a centralized scheduling 

mechanism for transmitting the flows in data center 

networks. Their algorithm divides the elephant flows into k 

segments and sends them through k edge-disjoint paths. 

Since the flows are broken in this algorithm, the problem 

of re-ordering packets arises. 

Authors in [24] have modeled the elephant flow 

scheduling problem as a multi-knapsack problem and 

proposed a mechanism based on hybrid Genetic and 

Simulated Annealing algorithm to solve it. Simulation 

results confirm that their algorithm provides higher 

bisection bandwidth and lower latency in comparison with 

similar methods. However, since their approach is similar 

to Hedera, it has same drawbacks. 

3- Background 

The topologies proposed for data center networks over the 

past few years provide multiple paths between each pair of 

hosts [2, 5, 21, 25]. Although our proposed mechanism 

can be applicable to any topology, in this paper, we focus 

on the well-known and common Fat-tree topology [2]. In 

this section, we first briefly describe the Fat-tree topology. 

Then, we will focus on the characteristics of flows in data 

center networks. We then investigate the mechanisms for 

detection of mice flows and elephant flows. Finally, we 

illustrate the problem of collision of elephant flows in data 

center networks with a detailed example. 

3-1- Fat-tree topology 

Fat-tree is a hierarchical multi-root tree topology that 

contains three layers of switches called Top of Rack 

(ToR), aggregation, and core. In this topology, the 

switches are homogeneous and the degree of each switch 

is determined by the parameter n. Fat-tree consists of n 

pods, each pod having two layers and each layer has n/2 

switches that form a complete bipartite graph. Figure 1 

shows an example of a Fat-tree topology with 4-port 

switches (n = 4). 

 

Fig. 1 Fat-tree topology with 4-port switches 

 

In this work, we define the Fat-tree topology as a directed 

graph           where,   represents the switches and   

represents the links. Also, links that connect lower layer 

switches to higher layer switches are called uphill and 

links that connect higher layer switches to the lower layer 

switches are called downhill links. 

3-2- Flow properties in data center networks 

Each flow contains several packets that are chained 

together. In data center networks, if a flow contains a lot of 

packets, or it takes a long period of time, or its traffic is 

more than a threshold value, it is known as an elephant 

flow. On the other hand, flows with low information 

volumes or low number of packets are called mice flows 

[26]. In terms of number of flows in a data center network, 

typically more than 90% of them are mice, while only less 

than 10% of them are elephant flows. Nevertheless, on the 

other hand, more than 90% of the data volume belongs to 

the elephant flows and only 10% to the mouse flows [5]. 

This paradox highlights the importance of elephant flows. 

ToR

Aggregation

Core

Pod 1 Pod 4Pod 3Pod 2
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3-3- Mechanisms to detect Elephant and mice 

flows 

The mechanisms for detecting elephant flow from mice are 

divided into two main categories [27]: 

Detection by edge switches: In this case, edge switches are 

responsible for detecting elephant flows. Hedera [7] and 

DiFS [19] use this method. 

Detection by hosts: In this method, the detection of 

elephant from the mice flows is the responsibility of the 

host itself. Mahout [27] and DARD [4] are some of the 

algorithms that use this method. 

3-4- The problem of collision between elephant 

flows 

As previously mentioned in Section 2, DiFS is a greedy 

distributed mechanism for scheduling elephant flows in a 

data center network. In Fig. 2, suppose that hosts A and B 

produce 16 elephant flows in total, where the destination 

of 8 of these flows is host C or D (within the pod) while, 

other 8 flows are toward outside the pod. In switch SW1, 

DiFS distributes the flows quite evenly. But in the worst 

case, all of the eight flows that enter SW3 may be intra-pod 

flows. This situation leads to improper equilibrium of the 

elephant flows in the links between aggregation and core 

layers. Having a macroscopic view, one can easily achieve 

the proper load balance in the network (see Fig. 3). 

 

Fig. 2 The problem of load-balance in DiFS 

 

 

Fig. 3 Achieving a proper load balancing using macroscopic 

view 

4- Proposed Method 

In this section, we present an efficient mechanism for the 

flow scheduling problem in data center networks. To this 

end, we first give an overview of the proposed mechanism 

and then describe it. 

4-1- Overview of the proposed method 

The proposed algorithm has two main objectives. First, it 

aims to evenly distribute the load across the network. 

Second, it does not impose too much overhead on the 

central controller to achieve the first goal and can schedule 

the elephant flows at an acceptable speed. To manage 

traffic on a data center network, the proposed mechanism 

uses per-flow approach. This approach prevents out-of-

ordering of packets in end-hosts. As a result, we will not 

confront a degradation in TCP performance and end-host 

memory usage. Our mechanism combines the advantages 

of both distributed and centralized systems. Due to their 

global view, centralized systems are very suitable for 

routing elephant flows, while distributed systems are the 

best option for routing mice flows to avoid overloading the 

central controller. 

For the centralized system, we use a bidirectional search 

algorithm for scheduling elephant flows, which we 

describe in the following subsection. While for the 

distributed system, we use a simple yet efficient ECMP 

algorithm for mice flows. It is worth noting that in the 

proposed method, such as the mechanism presented in 

[27], the elephant flows are detected in the end-hosts. 

Similar to many of the existing works [4, 19, 27], we 

consider flows with a volume less than 100KB as mice 

flows and assume the others as elephant flows. In this 

work, we use the number of elephant flows as a load 

balancing parameter and the goal is to keep the number of 

active elephant flows on the network links as equal as 

Core1 Core2 Core3 Core4

SW 1 SW 4

SW 3 SW 2

A B D

8 8 8

    

C

Core1 Core2 Core3 Core4
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possible. Although other parameters such as current 

bandwidth consumption can be used for this purpose, the 

results presented in [19] show that this parameter would 

give us similar performance in practice. Fig. 4 shows the 

flowchart of the proposed method. 

 

Fig. 4 The flowchart of the proposed method 

4-2- BSFS  

For elephant flows, we use bidirectional search algorithm 

to find an optimal path for each of them. When an elephant 

flow is detected by the source host and its destination host 

does not have the same edge switch as the source host, the 

packets of that flow are labeled with an “E”, indicating 

that the flow is elephant. Upon arrival of the first packet 

from an elephant flow to the edge switch, that switch sends 

the source and destination address of the packet to the 

controller to find the appropriate route. The controller 

executes the proposed BSFS algorithm and, through the 

OpenFlow protocol, installs routing information on the 

switches in the path suggested by the algorithm. On the 

other hand, when the last packet of a flow is processed by 

the source edge switch, a request to update the network 

traffic information is sent to the controller. The details of 

the proposed algorithm are discussed below. 

As mentioned previously in subsection 3.1, we use a 

directed graph to represent the Fat-tree topology. Based on 

this graph, we create a cost matrix      , where   is the 

number of network switches and   is the number of ports 

per switch. Each element of this matrix represents the 

number of active elephant flows on each network link. The 

reason for using    numbers for each switch is that we use 

a directed graph to model the topology;   numbers for 

uphill links and   numbers for downhill links. 

When a packet from an elephant flow is sent to the 

controller for routing, depending on the source and 

destination address of the packet, the controller can 

determine whether the two hosts are in the same pod or 

they are located in separate pods. If two hosts are in the 

same pod, the BSFS algorithm selects the best aggregation 

switch as the intermediate switch using a simple 

bidirectional search. But if the two hosts are located in two 

separate pods, the proposed BSFS algorithm starts two 

searches simultaneously; first one from the source edge 

switch to the core switches, searching between uphill 

links, and the other one from the destination edge switch to 

the core switches, searching between the downhill links. 

The aggregated result of these two searches is obtained for 

each of the core switches, and finally, using a simple linear 

search, the core switch that gives us a smaller value is 

chosen for routing. It is worth mentioning that in the Fat-

tree topology, when the core switch is specified, there will 

be only one path between each pair of hosts [2]. It is also 

important to note that since the two searches are 

completely independent of each other, they can be run in 

parallel, which significantly reduces the execution time. 

On the other hand, when the last packet of an elephant 

flow is reported to the controller, the cost matrix is 

immediately updated; That is, one unit is reduced from the 

cost of all links that were along that flow. Algorithm 1 

shows the pseudo-code of the proposed BSFS. 

The algorithm takes the cost matrix, packet   (the first or 

last packet of a flow), the source address, and the 

destination address of the host as input. If   is the first 

packet of a flow, using the bidirectional search method in 

the cost matrix, the path with the lowest cost is found for 

that flow (lines 1 to 6). Otherwise, if   is the last packet of 

a flow, the cost matrix is updated (lines 7 to 9); that means 

the cost of all the links along that flow is decreased by one. 

Algorithm 1. BSFS: Bidirectional Search Algorithm for 

Flow Scheduling 

Input: Cost Matrix, packet p, p.src, p.des 

Output: Optimal Path 

1. if  p is the first packet of a flow then 

2. if p.src and p.des belong to the same pod then 

3. Find an aggregation switch with minimum cost 
using BS // BS stands for Bidirectional Search  

4. else 

5. Find a core switch with minimum cost using BS 

6. end if 

7. else if p is the last packet of a flow then 

8. Update the Cost Matrix and the flow table of related 
switches 
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9. end if 

4-3- Time Complexity Analysis 

Here, we analyze the time complexity of our proposed 

BSFS method. For the first packet of each elephant flow, 

the time complexity of the proposed algorithm is as 

follows. If the source and destination host of a packet have 

the same pod, our algorithm searches among the 

aggregation switches inside that pod to find a switch with 

minimum cost (lines 2 and 3). Since the number of 

aggregation switches is equal to    , this step needs     . 

However, when the source and destination host of a packet 

are within different pods, our algorithm must find a core 

switch with minimum cost (lines 4 and 5). Regarding to 

the fact that the number of core switches in a Fat-tree 

topology is      [2], so the time complexity is      . As 

a result, the time complexity of the proposed algorithm is 

      for a Fat-tree topology with  -port switches. We 

should mention that in updating the cost matrix (lines 7 

and 8), only three (in intra-pod case) or six switches (in 

inter-pod case) are involved for each flow, which is 

constant numbers.  

It is worth to note that our BSFS method runs only for the 

first packet of elephant flows. Since the number of 

elephant flows in a data center usually is very low, the 

time complexity of our algorithm is reasonable.   

5- Performance Evaluation 

In this section, we evaluate the performance of our 

proposed BSFS algorithm. We compare it with Static [2], 

ECMP [18] and DiFS [19] in various respects. It should be 

noted that in this work we neglect DiFS performance 

degradation due to packet re-ordering. 

5-1- Simulation settings 

In this work, evaluation of the proposed algorithm on Fat-

tree topology with 8-port switches is performed. C++ 

programming language has been used for simulation of the 

proposed method. In the literature, there are many works 

that use custom simulators [7, 9, 28, 29]. Experiments 

have been performed on a computer having Intel® Core™ 

i5 CPU 2.3 GHz and 16 GB of memory. 

The event-driven simulation is developed on a packet 

level. The length of each packet is assumed to be 1KB. For 

each port, a buffer of size 64KB is assumed. The capacity 

of all network links is equal and set to 1Gbps. For the 

transmission delay, we consider 8μs while the propagation 

delay is ignored. In this work, the queuing delay has been 

considered. 

In our experiments, each server generates 20 flows 

continuously. We consider each flow with the probability 

of 90% as a mice flow and with the probability of 10% as 

an elephant flow. The size of mice flows is chosen 

randomly from the values 2KB, 10KB or 100KB. For the 

elephant flows, we assume the fixed size of 10MB. 

5-2- Traffic patterns  

We have used the following synthetic traffic patterns to 

perform the experiments [7, 13, 19]: 

Stride( ): This pattern sends a flow from host   to another 

host with the number           ; where,   represents 

the number of hosts in the network. 

Random: In this traffic pattern, a host with index   sends a 

flow randomly with uniform probability to another host   

anywhere in the network, such that,    . 

Staggered(           ): In this pattern, a host sends its 

flows with the probability of       to another host 

connected to the same edge switch, and with the 

probability of     to another host in the same pod. It also 

sends the flows to other hosts with different pods with the 

probability of              . 

5-3- Evaluation criteria 

We use the following criteria to evaluate and compare our 

proposed method with other mechanisms: 

Flow Completion Time (FCT): This criterion specifies the 

end time of a flow. In fact, it indicates the time when all 

packets of a flow are received by the destination. 

Delay: Indicates average network latency. This criterion 

tells us that how long it takes in average for a packet to 

reach its destination. 

Aggregate Throughput: This criterion measures the 

utilization of network links. In fact, it indicates the average 

rate at which the network delivers the packets.  

5-4- Simulation results 

Here, we evaluate the results of simulations. Fig. 5(a) and 

Fig. 5(b) show the average delay and network aggregate 

throughput under different traffic patterns, respectively. As 

can be seen, for Stride(2) and Staggered(0.5,0.3) almost all 

methods have low delay and high throughput. However, in 

Stride(i), by increasing the value of   and in 

Staggered(           ) by decreasing the values of        

and then      , BSFS performs much better. For the 

Random traffic pattern, since it is more likely for elephant 

flows to collide and most of the flows will be out of the 

pods, our proposed algorithm performs best by 

establishing a proper balance between the elephant flows. 
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In particular, for the Random traffic pattern, BSFS 

provides about 20% higher throughput than DiFS. 

Therefore, we claim that our proposed mechanism 

performs better for non-local traffic than other 

mechanisms. 

Table 1 and Table 2 illustrate the cumulative distribution 

function of number of completed flows for different 

algorithms under two traffic patterns Stride(4) (Table 1) 

and Random (Table 2). It can be clearly seen that BSFS 

terminates the flows earlier. For the Random traffic 

pattern, this superiority is much more impressive. This is 

due to the balanced distribution of elephant flows by the 

proposed method. While, in other algorithms, there is a 

longer flow completion time due to the frequent collisions 

between the elephant flows. For the Random traffic 

pattern, our BSFS delivers all the flows to their destination 

hosts below one second, while DiFS delivers about 88%, 

ECMP 81% and Static only deliver 72% of flows at this 

time. 
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Table 1. The Flow Completion Time of different algorithms under Stride (4) 

0 50 100 150 200 400 600 800 1000 1200 1400 1600 1800 2000 2200 2400

Static 0 976 980 984 1129 1310 1582 1671 1860 2088 2329 2434 2490 2519 2540 2560

ECMP 0 983 988 989 1207 1441 1740 1949 2081 2219 2416 2480 2529 2539 2560 -

DiFS 0 971 973 974 1439 1741 1961 2134 2262 2386 2481 2537 2549 2560 - -

BSFS 0 905 916 918 1393 1968 2389 2555 2560 - - - - - - -

Algorithm
Time (in millisecond)

0 50 100 150 200 400 600 800 1000 1200 1400

Static 0 969 969 969 1087 1899 2088 2413 2528 2541 2560

ECMP 0 1011 1011 1011 1421 1913 2120 2454 2549 2551 2560

DiFS 0 1031 1031 1031 1561 2005 2299 2479 2551 2560 -

BSFS 0 1030 1030 1030 1695 2120 2356 2560 - - -

Time (in millisecond)
Algorithm

Table 2. The Flow Completion Time of different algorithms under Random 

 



 

Naseri, Azizi, Abdollahpouri, BSFS: A Bidirectional Search Algorithm for Flow Scheduling in Cloud Data Centers 

 

 

182 

(b) Aggregate throughput 

Fig. 5 Performance comparison of algorithms under different 

traffic patterns 

6- Conclusion and Future Work 

In this paper, we proposed an efficient mechanism to 

achieve load balancing in data center networks. The 

proposed mechanism uses the ECMP algorithm to send 

mice flows, while it takes advantage of the bidirectional 

search algorithm in the central controller to schedule the 

elephant flows. Simulation results under various traffic 

patterns show that the proposed mechanism can balance 

the network load more efficiently and provide better 

performance in comparison with the Static, ECMP and 

DiFS mechanisms. The less locality in network traffic, the 

higher the advantage of our approach is. Specifically, for 

the Random traffic model, our mechanism provides 20% 

higher throughput than DiFS. As a possible future research 

direction, one can take into account the priority of flows 

when scheduling them. Furthermore, the proposed 

mechanism can be extended by considering failures in data 

center. 
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Abstract  

The performance of many wireless protocols is tied to a quick Link Quality Estimation (LQE). However, some wireless 

applications need the estimation to respond quickly only to the persistent changes and ignore the transient changes of the 

channel, i.e., be agile and stable, respectively. In this paper, we propose an adaptive fuzzy filter to balance the stability and 

agility of LQE by mitigating the transient variation of it. The heart of the fuzzy filter is an Exponentially Weighted Moving 

Average (EWMA) low-pass filter that its smoothing factor is changed dynamically with fuzzy rules. We apply the adaptive 

fuzzy filter and a non-adaptive one, i.e., an EWMA with a constant smoothing factor, to several types of channels from 

short-term to long-term transitive channels. The comparison of the filters outputs shows that the non-adaptive filter is stable 

for large values of the smoothing factor and is agile for small values of smoothing factor, while the proposed adaptive filter 

outperforms the other ones in terms of balancing the agility and stability measured by the settling time and coefficient of 

variation, respectively. Notably, the proposed adaptive fuzzy filter performs in real time and its complexity is low, because 

of using limited number of fuzzy rules and membership functions.  

 

Keywords: Link quality estimation; adaptive fuzzy filter; agility; stability; wireless channel. 

 

1- Introduction 

Telecommunication network is deployed in smart grid to 

exchange the measurement status and instructions of 

numerous widely distributed control devices of power 

grid. Among different telecommunication networks, 

Wireless Networks (WNs), because of the low cost and 

flexibility of installation and maintenance are more 

probable to be deployed for monitoring, collecting data 

and controlling smart grid assets [1],[2]. The success of 

WN applications depends on the reliable transmission of 

sensory data. Reliability is defined as the success rate of 

source to destination data transmission in the network 

within its required latency. Accordingly, research 

community has been paying significant attention to design 

and implementation of reliable data transmission protocols 

in WNs [3],[4],[5],[6],[7],[8]. The performance of a large 

number of these protocols is highly dependent on Link 

Quality Estimation (LQE) [3],[4],[6],[7],[8]. Poor LQE 

may lead to an unstable network with high packet loss 

and/or high delay.  

Performance of LQE is assessed in terms of accuracy, cost, 

agility and stability [9]. Accuracy is quantified by 

comparing the measured link quality and the estimated 

link quality using the Mean Square Error (MSE) metric. 

Consuming the energy by excessive re-transmissions, 

occurred by imperfect link estimation, over low quality 

links is inferred as cost. Agility is the ability to react 

quickly to persistent changes in link quality. Agility is 

measured by settling time, defined as the time needed by 

the estimator to reach the measured value within an error 

bound of e. Finally, stability is the ability to resist the 

short-term variations, a.k.a, fluctuations, in link quality. 

Stability is assessed quantitatively, by the Coefficient of 

Variation (CV) defined as the ratio of the standard 

deviation to the mean of variations. Balancing between 

agility and stability is of paramount importance in a 

deployed LQE in WNs. In general, whenever the overhead 

of signaling is high and the decision is made based on the 

channel status the balancing between stability and agility 

becomes critical. For example handover and scheduling in 

cellular network or routing in wireless local area network. 

Routing protocols do not have to reroute information when 

a link quality shows transient degradation, because 

rerouting is a very energy and time-consuming operation. 

Too frequent protocol updates may cause unexpected 

network problems, such as, routing loops and routing 

shocks [10]. 
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LQEs are classified in two categories, hardware and 

software based LQEs [9], [11]. In the hardware based 

LQEs, the estimation is based on the measurement of a 

dedicated signal either on the transmitter or the receiver 

side and do not require any further computation; however, 

they are not as good as software based LQEs [9],[13]. The 

received signal strength (RSS), link quality indicator 

(LQI), and signal-to-noise ratio (SNR) are primary metrics 

used in hardware-based LQE [11]. In particular, none of 

these metrics by itself is sufficient to accurately 

characterize the quality of a link because [11],[13]: (i) the 

RSS is not sensitive to changes in link quality; (ii) the 

variance of LQI readings is significantly increased for 

transitional links, and (iii) the SNR rapidly and randomly 

fluctuates. Software based LQEs are divided into two 

categories: (1)Single metric based,(2)Hybrid metric based.  

Single metric based estimators count or approximate either 

(i) the reception rate or (ii) the average number of packet 

transmissions/retransmissions required before its 

successful reception. For instance, Packet Reception Rate 

(PRR) of a wireless link over an estimation window 

consisting of w instances of communication and Acquitted 

Reception Rate (ARR) count the reception rate at receiver 

side and sender side, respectively [9],[11]. Required 

Number of Packet transmissions (RNP) counts the average 

number of packet transmissions/retransmissions required 

before its successful reception within a window of w 

communication instances [9]. Furthermore, the expected 

transmission count (ETX) takes into account link 

asymmetry by estimating the uplink quality and downlink 

quality using both forward and backward PRR values, 

respectively [12].  

Hybrid metric based LQEs consider a number of link 

quality metrics. For instance, Four-bit LQE combines 

individual estimations of uplink and downlink qualities 

based on measured RNP and PRR, respectively [14]. 

Stable Link Quality Estimation (SLQE) combines active 

probing with passive snooping to make a stable estimation 

[10]. In this estimator, an active node sends control 

packets periodically and uses long period active detection 

mechanisms to detect quality of the link, while a passive 

node listens RSS Indicator mean and perceives links in 

sudden changes effectively. Fuzzy Link Quality Estimator 

(F-LQE) deploys four link quality properties, namely, 

packet delivery, link quality difference of forward and 

backward direction (asymmetry), stability, and SNR of a 

transceiver [15]. Each of the link properties is considered 

as a different fuzzy variable. Opt-FLQE (Optimized 

FLQE) [16] is a modification of F-LQE that aims to 

improve its reactivity and to reduce its computational 

complexity. A method that uses fuzzy logic to combine 

LQI, SNR and PRR metrics is proposed in [17] to improve 

the accuracy rate for evaluating a link quality. Fuzzy logic 

based link quality indicator (FLI) uses the PRR, the 

coefficient of variance of PRR, and a metric to assess the 

burstiness of packet loss, to estimate link quality [18]. 

Remarkably, all the research works on fuzzy link quality 

estimator have limited the application of the fuzzy system 

to combine some ELQ metrics. Kalman filter based LQE 

approximates the packet reception ratio based on RSSI and 

a pre-calibrated PRR/SNR curve [19].  

In the cases of the PRR, RNP, and ETX, there is a tradeoff 

between estimation accuracy and latency. For example, the 

estimation latency can be improved by shortening the 

window size w, but at the cost of increased fluctuation in 

the estimation results and degraded estimation accuracy 

[11],[17]. To address this problem, some LQEs apply 

Exponentially Weighted Moving Average (EWMA) filter 

on the estimated link quality (ELQ) which smooth the 

variations of it to turn them robust against the fluctuations 

[9],[11],[15]. In these LQEs, the EWMA, a non adaptive 

Infinite Impulse Response (IIR) filter, is tuned by a 

constant smoothing factor α, where 0 ≤ α ≤ 1. A stricter 

smoothing filter, to remove the transient variations, is 

needed when fluctuation amplitude is high. On the other 

hand, the strict smoothing filter prevents following link 

quality status when it has a relatively high persistent 

change in link quality [9],[10],[15],[17]. Therefore, the 

smoothing factor of filter should be tuned carefully 

proportional to the amount of fluctuation and the persistent 

changes in link quality.  

In this paper, inspired by our previous research work on 

video stabilization [20], we propose an adaptive fuzzy 

system to tune the EWMA filter, named adaptive fuzzy 

filter. The fuzzy system has two inputs and one output, so 

it requires low computation resources and responds in real-

time. As the inputs, the fuzzy system uses quantitative 

representations of the transient variations and the 

persistent changes in estimated link quality. The fuzzy 

inputs are defined according to the few numbers of the last 

estimated link qualities. The output of fuzzy system 

calculates the best value of smoothing factor to tune the 

EWMA filter adaptively. The performance of the proposed 

adaptive fuzzy filter in terms of stability and agility is 

compared with the results provided by an EWMA filter 

with a three different constant smoothing factors. 

Numerical results show that our proposed adaptive fuzzy 

filter provide balanced stable and agile estimation results, 

while the ones of a constant smoothing factor filter are 

either stable or agile, depending on the value of the filter 

smoothing factor. 

The remainder of this paper is organized as follows. The 

basic concept and details of the proposed filter are 

described in Section 2. The numerical results are presented 

in Section 3, and the paper is concluded in Section 4. 

2- Proposed Filter 

The adaptive fuzzy filter consists of a fuzzy system and an 

EWMA filter whose smoothing factor is tuned by the 
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fuzzy system. In this section, first we briefly explain fuzzy 

system, and then we describe the proposed filter. 

2-1- Fuzzy System 

Fuzzy logic is an approach to computing based on 

"degrees of truth", rather than the usual "true or false"(1 or 

0) Boolean logic on which the modern computer is based. 

Fuzzy logic starts with the concept of a fuzzy set. A fuzzy 

set is a set without a crisp, clearly defined boundary. It can 

contain elements with only a partial degree of 

membership. The fuzzy logic system incorporates five 

steps as shown in Fig.1. It starts with fuzzification process, 

then the inference system comes, including: application of 

the operators, implication methods, and aggregation all 

outputs to one fuzzy output, finally defuzzify the fuzzy 

output to numerical values [21],[22]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 The architecture of fuzzy logic system [22] 

The fuzzy knowledge base includes rule base and the 

database. The rule base contains a number of IF-THEN 

rules, and the database defines the membership functions 

(MF) of the fuzzy sets. Fuzzifier converts the crisp input to 

a linguistic variable using the MF stored in the fuzzy 

knowledge base. Inference system converts the fuzzy input 

to the fuzzy output using IF-THEN fuzzy rules. 

Defuzzifier converts the fuzzy output of the inference 

system to crisp using membership functions analogous to 

the ones used by the Fuzzifier. The logic operators that 

combine the sets in the antecedent define the relationships 

between input sets. This process includes three steps based 

on the rules of the fuzzy logic to be followed [22]: 

i)applying the operators of the rules when there is more 

than one part for the antecedent of the rule. This step 

results in one number (between 0 and represents all parts 

of the antecedent based on the operator of the rule .ii) 

finding the consequence of the rules by combining the rule 

strength and the output membership function which is 

defined as implication and iii) combining the 

consequences to get an output distribution which is 

defined as aggregation. 

2-2- Adaptive Fuzzy Filter 

The ELQ of a wireless link fluctuate over time due to 

many factors, principally related to the physical 

environment and the nature of low-power radios. 

Assuming that ELQ variation corresponds to its high-

frequency components; we smoothen ELQ using a        

low-pass filter tuned by a fuzzy system to achieve Fuzzy 

Filtered Estimated Link Quality (FFELQ).The EWMA, 

first-order IIR filter, as the low-pass filter is applied to 

ELQ, at time interval n, and the FFELQ is resulted: 

FFELQ (n) =α (n)×FFELQ (n-1) + (1 –α (n))×ELQ (n)           (1) 

The parameter α, 0 ≤ α ≤ 1, is regarded as the smoothing 

factor of the filter and adjusted by the fuzzy system in each 

time interval. The fuzzy system has two inputs (Input1, 

Input2) and one output. The Input1 and Input2, calculated 

during link quality status estimation, represent the amount 

of fluctuations and persistent changes in link quality at 

time interval n, respectively. The output of fuzzy system 

defines the smoothing factor α of the EWMA filter. The 

block diagram of the proposed adaptive fuzzy filter is 

depicted in Fig. 2.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 Block diagram of adaptive fuzzy filter 
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We define the fuzzy inputs as 

      ( )   
 

 
∑ |   ( )     (   )| 
                           (2) 

      ( )  |∑ (     (   )     (   )) 
       |       (3) 

where M+1 is the number of the last ELQs deployed in 

computation. Input1 is the average of absolute differences 

between consequent ELQs. Input2 is the absolute sum of 

difference between ELQ and FFELQ.  

To justify Input1 and Input2 definitions, consider the two 

scenarios shown in Fig.3. The last four samples are 

considered for inputs computing. In Fig. 3(a) and 3(b), the 

amount of amplitude changes in the ELQ (solid line) are 

within the range of (0.47~0.50) and (0.54~0.65), 

respectively. The total amount of link quality fluctuations 

in Fig. 3(b) is more than the ones of Fig. 3(a). In addition, 

the FFELQ (dash line) follows ELQ path direction in Fig. 

3(a), while the FFELQ in Fig. 3(b) is moving away from 

the ELQ path direction. Therefore, the Input2 is defined to 

reduce the deviation. The values of Input1 and Input2 are 

derived with (2) and (3) shown in Table1. The output of 

fuzzy system defines the smoothing factor of the EWMA 

filter, i.e., α.  

Fig. 3 (a) transient degradation with no persistent changes in link quality 

(b) fluctuation and the persistent changes in link quality 

Table1: Values of fuzzy inputs for the two scenarios in Fig.3 

 Input1 Input2 

Scenario1 (Fig. 3(a)) 0.02 0.02 

Scenario2 (Fig. 3(b)) 0.05 0.16 

 

In the proposed fuzzy system, trapezoidal and triangular 

MFs are used for the inputs and the outputs, respectively. 

Trial and error method is used for MF shape of the inputs 

and the output. Type of MF doesn't play a crucial role in 

shaping how the model performs. However, the number of 

MF has greater influence as it determines the 

computational time [23]. We select as few MFs as possible 

to maintain low system complexity while we obtain decent 

performance. The experimentally designed inputs and 

output MFs as well as the surface of the desired output, 

which is a graphical interface that allows you to examine 

the FIS output surface for two inputs, are shown in Fig.4.  

 
(a) 

 

 
 

(b) 
 

 
 

(c) 
 

 
 

(d) 

Fig. 4 (a) MFs of fuzzy Input1 (b) MFs of fuzzy Input2, (c) MFs of fuzzy 

output, (d) surface of desired outputs 

0.05 0.1 0.15 0.2 0.25 0.3 0.35

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

D
e

g
re

e
 o

f 
m

e
m

b
e

rs
h

ip

L ML M MH H

0.05 0.1 0.15 0.2 0.25 0.3 0.35

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

D
e

g
re

e
 o

f 
m

e
m

b
e

rs
h

ip

L ML M MH H

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

D
e

g
re

e
 o

f 
m

e
m

b
e

rs
h

ip

1 2 3 4 5 6 7 8 9

00.10.20.30.4

0

0.5

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Input1

Input2

O
u
tp

u
t

(d)

2 4 6

0.47

0.48

0.49

0.5

(a)

L
in

k
 Q

u
a
lit

y

 

 

2 4 6

0.5

0.55

0.6

0.65

(b)

L
in

k
 Q

u
a
lit

y

 

 

ELQ

FEELQ

ELQ

FFELQ

time interval

time interval



 

Tanakian & Mehrjoo, Balancing Agility and Stability of Wireless Link Quality Estimators 

 

 

188 

Table2: Central Values of fuzzy system output 

 Input 2 
In

p
u

t1
 

 L ML M MH H 

L 0.8 0.7 0.6 0.4 0.2 

ML 0.825 0.8 0.7 0.6 0.4 

M 0.875 0.825 0.8 0.7 0.6 

MH 0.9 0.875 0.825 0.8 0.7 

H 0.95 0.95 0.9 0.875 0.825 

* L=Low, ML=Medium Low, M=Medium, MH=Medium High, H=High. 

According to experimental results, the performance of the 

EWMA filter is more sensitive to larger values of α[20]. 

Therefore, more MFs of the fuzzy output are concentrated 

in this operating area. The constructed rule base is 

containing 25 rules as presented in Table 2. The proposed 

fuzzy system is implemented while the min function is 

used for the fuzzy implication and the max function is 

used for the fuzzy aggregation. Furthermore, the centroid 

defuzzification method is applied. After computing the 

smoothing factor α (n) by the fuzzy system, FFELQ is 

calculated by Equation (1). 

3- Numerical ResultS 

In this section, the performance of the proposed adaptive 

fuzzy filter in terms of stability and agility of the LQE is 

compared with the results provided by a non-adaptive 

EWMA filter with a three different constant smoothing 

factors α = 0.9 [16] , α = 0.5, and α = 0.2. The 

performance has been evaluated with several different 

recognized scenarios extracted from link quality status 

curves published in the literature [9], [10], [24], [25] and 

some synthetic link quality status trajectory: (a) link 

quality mutation frequently occurs in short times, (b) link 

quality remains unstable for a long time, (c) link quality is 

relatively stable, (d) link quality has persistent changes. To 

adjust the fuzzy system inputs, the initial value α = 0.1 is 

chosen for the first four time intervals. To keep the 

computation delay low, the filter window size M=3 is 

chosen. The simulation tools is MATLAB 8.2.0.701 

(R2013b, 32-bit) and the hardware configuration are: 

Intel(R) Core(TM) Duo CPU T9300 2.5GHz and 

3.00GBRAM. The average simulation time for our 

adaptive fuzzy filter and non-adaptive filter with a 

constant smoothing factor are 3.4 msec and 10 µsec, 

respectively. Therefore, to apply our adaptive fuzzy filter, 

the time interval between link quality calculations should 

be longer than 3.5 msec. 

It is observed that a large smoothing factor, e.g. α = 0.9, 

increases the stability of estimators at the expense of a 

relatively large delay when there are persistent changes in 

link quality. Similarly, a small smoothing factor, e.g. α = 

0.2, closely tracks the persistent changes in calculated link 

quality at the cost of slightly reduced smoothing 

capabilities. In fact, a small smoothing factor just follows 

the original ELQs. Comparing the graphs shows that the 

proposed fuzzy filter provides expanded smoothing while 

enables the close tracking of the persistent changes in 

ELQs, i.e., the proposed method provides both agility and 

stability. The temporal behavior in Fig. 5(a), has sudden 

drop at t=7, t=13, and t=25. The results demonstrate 

adaptive fuzzy filter and the non-adaptive filter with α = 

0.9 smooth the ELQ and resist these temporary changes. 

While the non-adaptive filters with lower value of α does 

not perform well against the transient fluctuations. The 

same observation can be seen in Fig. 5(b) and 5(c). 
 

 
(a) 

 
(b) 

 
(c) 

 

Fig. 5 Comparison results of EWMA filtering of low persistent ELQs 
with adaptive fuzzy filter and non-adaptive filter with different constant 

smoothing factors 
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In Fig. 6(a), (b), (c) and (d) the link quality curves have a 

high persistent change. The results show that the non-

adaptive filter with α = 0.9 has a long delay to track the 

persistent changes. On the contrary, the delay is low when 

the smoothing factor is low. The adaptive fuzzy filter has a 

moderate delay in tracking the persistent change with the 

price of being stable in transient changes. In other words, 

the results shown in Fig.5 and Fig.6 indicate that the 

adaptive fuzzy filter can distinguish well between transient 

and non-transient changes of the link quality. 

The Coefficient of Variation (CV), defined as the ratio of 

the standard deviation to the mean, shows the performance 

of the LQEs in terms of stability [9],[15]. The CV for the 

low persistent link quality curves shown in Fig.5, are 

presented in Table3. The lower CV represents the more 

stable estimation. The CV values of the filtered ELQs by 

the adaptive fuzzy filter and non-adaptive fuzzy with α = 

0.9 are low compared to the two others. Hence the formers 

are more stable estimation. 

Agility is measured by settling time (ST), defined as the 

time needed by the estimator to reach the measured value 

within an error bound of e [9]. The lower ST represents the 

more agile estimation. The CV and ST for the four link 

quality curves shown in Figure 6, are presented in Table4. 

The value of ST is in terms of time interval and e is about 

5%. The numerical results show the adaptive fuzzy filter 

provide a balanced stable and agile estimation results, 

while the ones of constant smoothing factor filters are 

either stable or agile, depending on the value of the 

smoothing factor. 

The empirical Cumulative Distribution Function (CDF) of 

two different links, which are shown in Figure 5(a) and 

Figure 6(d), is presented in Figure 7 for proposed adaptive 

fuzzy filter and non-adaptive filter with a three different 

constant smoothing factors α = 0.9 , α = 0.5 and α = 0.2. 

At the same time that the adaptive filter tries to balance 

between agility and stability, it should be confident to real 

quality of the link as much as possible. In other words, the 

proportions of link quality in terms of poor, moderate, or 

high quality in the CDF of basic ELQ, not filtered one, 

should remain almost the same in the CDF of the filtered 

ELQ. The presented scenario in Figure 5(a) shows a link 

with constant qualities equal to 0.9, and the presented 

scenario in Figure 6(d) shows that almost 28% of the link 

is in near to high quality; about 60% of the links is in 

intermediate quality; and about 12% of the link is in poor 

quality. According to the results shown in Fig. 7, adaptive 

LQE classify the link qualities close to the proportions set 

in these scenarios. The comparison results show that the 

non-adaptive filter with a smaller and larger constant 

smoothing factor over estimate and underestimate the link 

quality, respectively. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 6 Comparison results of EWMA filtering of high persistent ELQs 
with adaptive fuzzy filter and non-adaptive filter with different constant 

smoothing factors  

2 4 6 8 10 12 14 16

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

time interval

L
in

k
 Q

u
a
lit

y

 

 

ELQ-Base

adaptive FFELQ

non-adaptive filtered ELQ by a=0.9

non-adaptive filtered ELQ by a=0.5

non-adaptive filtered ELQ by a=0.2

4 6 8 10 12 14 16 18 20 22

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

time interval

L
in

k
 Q

u
a
lit

y

 

 

ELQ-Base

adaptive FFELQ

non-adaptive filtered ELQ by a=0.9

non-adaptive filtered ELQ by a=0.5

non-adaptive filtered ELQ by a=0.2

5 10 15 20 25 30

0.1

0.2

0.3

0.4

0.5

0.6

0.7

time interval

L
in

k
 Q

u
a
lit

y

 

 

ELQ-Base

adaptive FFELQ

non-adaptive filtered ELQ by a=0.9

non-adaptive filtered ELQ by a=0.5

non-adaptive filtered ELQ by a=0.2

5 10 15 20 25 30 35 40 45
0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

time interval

L
in

k
 Q

u
a
lit

y

 

 

ELQ-Base

adaptive FFELQ

non-adaptive filtered ELQ by a=0.9

non-adaptive filtered ELQ by a=0.5

non-adaptive filtered ELQ by a=0.2



 

Tanakian & Mehrjoo, Balancing Agility and Stability of Wireless Link Quality Estimators 

 

 

190 

Table 3: The coefficient of variation for presented results in Fig. 5  

Link Quality 

CV 

adaptive 
fuzzy filter 

non-adaptive filter 

α = 0.9 α = 0.5 α = 0.2 

Link1 (Fig. 5(a)) 0.0225 0.0184 0.0422 0.0647 

Link2 (Fig. 5(b)) 0.0496 0.0378 0.0781 0.1198 

Link3(Fig. 5(c)) 0.0230 0.0221 0.0261 0.0311 

Table 4: The coefficient of variation and settling time for presented 

results in Fig.6 

Link 
Quality 

Criterion 
adaptive 

fuzzy filter 

non-adaptive filter 

α = 0.9 α = 0.5 α = 0.2 
Link1 

Fig. 
6(a) 

CV 0.5095 0.2039 0.5494 0.6202 

ST 4 more than 9 9 2 

Link2 
Fig. 
6(b) 

CV 0.7140 0.2901 0.7723 0.8791 

ST 4 more than 10 4 3 

Link3 
Fig. 
6(c) 

CV 0.4147 0.2954 0.4316 0.4576 

ST 4 more than 15 4 4 

Link4 
Fig. 
6(d) 

CV 0.3034     0.1791     0.3250     0.3748 

ST 4 more than 6 4 2 

 

(a) 

(b) 

Fig 7. Empirical CDFs of link quality estimators for two scenarios are 

presented graphically in (a) Fig 5(a) and (b) Fig 6(d). 

When measuring the quality of a link over a given period, 

all sorts of different scenarios may occur in the 

combination of noise and persistent changes in link 

quality. Generally, as shown in the Fig. 8, selecting a 

constant value for α causes the EWMA filter output to 

works fine in either noise-canceling or in tracking the 

persistent changes, not necessarily both. Therefore, a 

dynamic value for α is required. The fuzzy system adapts 

the system to different scenarios and chooses an 

appropriate value for α at any given moment. 

 

 

Fig 8. Comparison results of EWMA filtering with adaptive fuzzy filter 

and non-adaptive filter with different constant smoothing factors 

4- Conclusion 

An adaptive fuzzy filter to smooth transient variations of 

LQE has been proposed in this paper. The filter makes a 

balance between stability and agility in LQE. The 

proposed filter consists of an EWMA filter and a fuzzy 

system. The performance of the EWMA filter depends on 

the value of the smoothing factor which is tuned by the 

fuzzy system. The fuzzy system uses two inputs which are 

quantitative representations of the transient and the 

persistent changes in link quality status. In the fuzzy 

inputs, we selected as few MFs as possible to obtain 

decent performance with low system complexity. We have 

evaluated the filter in terms of stability and agility with 

CV and ST metrics. Numerical results show that our 

proposed adaptive fuzzy filter provides balanced, stable 

and agile, estimation results, while the ones of a constant 

smoothing factor filter are either stable or agile, depending 

on the value of the filter smoothing factor. The adaptive 

fuzzy filter is more complex with respect to the non-

adaptive EWMA. However, the complexity cost is 

negligible with respect to the resource utilization 

improvement and/or signaling overhead reductions (e.g., 

rerouting). 
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Abstract  
Scalable High Efficiency Video Coding (SHVC) is the scalable extension of the latest video coding standard H.265/HEVC. 

Video rate control algorithm is out of the scope of video coding standards. Appropriate rate control algorithms are designed 

for various applications to overcome practical constraints such as bandwidth and buffering constraints. In most of the 

scalable video applications, such as video on demand (VoD) and broadcasting applications, encoded bitstreams with 

variable bit rates are preferred to bitstreams with constant bit rates. In variable bit rate (VBR) applications, the tolerable 

delay is relatively high. Therefore, we utilize a larger buffer to allow more variations in bitrate to provide smooth and high 

visual quality of output video. In this paper, we propose a fuzzy video rate controller appropriate for VBR applications of 

SHVC. A fuzzy controller is used for each layer of scalable video to minimize the fluctuation of QP at the frame level while 

the buffering constraint is obeyed for any number of layers received by a decoder. The proposed rate controller utilizes the 

well-known structural similarity index (SSIM) as a quality metric to increase the visual quality of the output video. The 

proposed rate control algorithm is implemented in HEVC reference software and comprehensive experiments are executed 

to tune the fuzzy controllers and also to evaluate the performance of the algorithm. Experimental results show a high 

performance for the proposed algorithm in terms of rate control, visual quality, and rate-distortion performance. 

 

Keywords: Fuzzy Control, Quality, Rate, Scalable high-efficiency video coding (SHVC), SSIM, Variable bit rate (VBR). 
 

1- Introduction 

Multimedia and video technology improvements resulted 

in a new video coding standard which is called High 

Efficiency Video Coding (H.265/HEVC). The first version 

of HEVC was completed in January 2013. This new video 

coding standard has about 50% bit-rate reduction 

compared to the previous standard (H.264/AVC) [1, 2]. 

But video transmission over various networks usually 

faces many challenges such as diverse end-users and 

different connections quality. The solution to this problem 

is scalable video coding (SVC) [3]. So the need for a 

scalable video coding standard motivated the joint 

collaborative team on video coding (JCT-VC) to propose a 

new scalable extension in the second version of HEVC 

which was published in January 2015 [4]. This newly 

published version also includes the 3D/Multi-view and 

Range extensions [5]. The scalable extension of HEVC 

which name is Scalable High-efficiency Video Coding 

(SHVC) not only supports the conventional scalable 

features such as temporal, spatial, and quality scalabilities 

but also supports new scalability features such as hybrid 

codec, bit depth, and color gamut. This new scalable 

extension was proposed by only modifying the first 

version of HEVC at high-level syntax and the encoding 

core is unchanged [4]. 

The available bandwidth and buffering constraints are 

other challenges in video transmission. Rate control 

algorithms (RCA) are utilized to solve this problem. 

According to the tolerable delay, video transmission 

applications are divided into constant bit rate (CBR) and 

variable bit rate (VBR) applications. In CBR applications 

such as conversational applications, the end-to-end delay 

is crucial, therefore; a CBR RCA with a relatively small 

buffer is required. The CBR rate control algorithms try to 

control the short-term average bit rate strictly in order to 

prevent the small buffer from overflow and underflow. 

Strict rate control means high fluctuations in the 

quantization parameter and thereafter a low-level 

perceptual quality. In VBR applications such as video 

streaming and broadcasting a relatively higher delay is 

tolerable so a larger buffer and a VBR RCA can be used in 

which a loose control over the long-term average bit rate is 

imposed. The initial buffering delay in VBR applications 

is higher than CBR applications [6]. For many VBR 
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applications, a higher bit rate is usually used to guarantee 

acceptable video quality. Also, the rate-distortion 

performance of VBR is much better than CBR [7]. 

Considering these practical applications, three encoding 

configurations, including All Intra, Random Access, and 

Low Delay configurations, are introduced for HEVC. In 

these configurations, selected Level and Tier determine the 

buffering capabilities of the decoder. The standard coded 

picture buffer (CPB) size, decoded picture buffer (DPB) 

size, and maximum bit rate are sample parameters related 

to the buffering capabilities. According to these, the 

random access (RA) configuration is appropriate for VBR 

applications. The compression performance of the RA 

configuration is relatively high, but it includes structural 

coding delay [6]. 

1-1- Related Works 

There are several RCAs including CBR and VBR 

algorithms proposed for HEVC and SHVC which are 

reviewed here. Li et al. proposed a rate-λ (Lagrange 

multiplier) based RCA for the first version of HEVC 

which enables the encoder to select among coding 

parameters to achieve the target rate as well as to minimize 

distortion [8]. Marzuki et al. take the advantages of the 

rate-λ model to propose a tile-level rate controller for 

HEVC on the tile parallelization case [9]. Wang et al. 

proposed a distortion model, a rate model, and a mixed 

distribution model for residual signal and developed a ρ-

domain RCA [10]. Choi et al. proposed a precise RCA 

based on a rate-quantization model [11]. Seo et al. 

considered the bandwidth and buffering constraints and 

proposed a video quality controller based on a distortion-

quantization model and a rate-quantization model [12]. 

Lee et al. developed a rate-quantization model for each 

Coding Unit (CU) depth based on texture and non-texture 

models and proposed a frame-level rate control scheme 

[13]. Wang et al. improved the performance of the 

conventional rate-λ model by proposing a gradient-based 

rate-λ model for intra-frame rate control [14]. 

All the algorithms mentioned above operate as CBR 

algorithms which are not suitable for the VBR applications. 

Lopez et al. proposed a VBR control algorithm based on 

long-term and short-term sliding windows [15]. Inspiring 

from the idea proposed by Rezaei et al. in [16] as the semi-

fuzzy rate controller, Fani et al. and Kamran et al. 

proposed fuzzy rate controllers for GOP-level and frame-

level, respectively [17, 18]. Fani et al. utilized the 

proportional, integral and derivative components of the 

GOP bit error as the inputs of a fuzzy system to propose a 

novel PID-fuzzy video rate controller [19]. Although these 

RCAs are targeted for VBR applications they have been 

designed for the non-scalable version of HEVC and it is 

essential to design appropriate ones for the SHVC. 

According to [20, 21], Li et al. extended the idea of the 

rate-λ model-based rate controller of HEVC to SHVC. 

Biatek et al. proposed an adaptive rate controller for 

SHVC which dynamically adjusts the bit rate ratio 

between the base layer (BL) and an enhancement layer 

(EL) to optimize the coding performance under the global 

bitrate constraint [22]. However, these two algorithms fall 

into the CBR category too. Considering high delay 

applications of SHVC we proposed a fuzzy-logic-based 

scalable video rate controller, which falls into VBR [23]. 

The distortion models which are used in most of the 

previously discussed RCAs are based on the error-

sensitive metrics such as mean square error (MSE) and 

peak signal to noise ratio (PSNR). The simplicity of 

calculation is the main popularity reason for these metrics. 

These metrics are purely mathematical and they do not 

consider the characteristics of the human visual system 

(HVS) so they have less correlation with HVS. Since the 

video quality is ultimately judged by human eyes it is 

better to utilize metrics with more adaptation to 

characteristics of HVS. The HVS reacts quickly to the 

structural information in the field of viewing, so it is better 

to use structural similarity-based metrics such as the well-

known structural similarity index (SSIM) which exploits 

structural information to estimate the quality of a 

compressed video [24]. There are several RCAs that 

utilized the SSIM as a distortion metric in order to increase 

perceptual video quality. Zhao et al. incorporated the 

SSIM into the HEVC rate-distortion optimization (RDO) 

framework and a CU-level RCA [25]. Zeng et al. utilized 

the SSIM in the video quality assessment and bit 

allocation scheme and improved the rate-λ model to 

control the bit rate [26]. Gao et al. considered the bit 

allocation as a resource allocation problem and by defining 

an SSIM-based utility function proposed a Nash 

bargaining solution [27]. These algorithms are CBR but 

Wang et al. proposed an SSIM-motivated two-pass VBR 

rate controller for HEVC in which collected information 

during the first pass is used for bit allocation and bit rate 

control in the second pass [28]. Zupancic et al. proposed a 

two-pass rate controller that occupies a fast encoder in the 

first pass to collect necessary information for rate 

allocation and model parameter estimation and use the 

collected information in the second pass [29]. 

In this paper, inspiring from the presented algorithm in 

[23], we propose an SSIM-based fuzzy video rate 

controller for VBR applications of the SHVC which is able 

to improve the SSIM-based quality measures for 

compressed video. It controls the bit rate of several 

temporal, spatial, and quality layers at the same time. The 

proposed algorithm tries to achieve long-term average 

target rates for the SHVC video layers by smooth changing 

of QP used for encoding each layer. In the proposed 

algorithm, a fuzzy controller is used for each layer to 

minimize the changes of QP at the frame level while the 
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buffering constraints are obeyed. Moreover, an SSIM-

based quality controller in cooperation with the fuzzy 

controller is used in each layer in order to improve and 

smooth the SSIM metric over encoded video frames. The 

SSIM-based quality controller suppresses the unnecessary 

QP fluctuation allowing more fluctuation in bit rate and 

buffer occupancy. The proposed RCA provides encoded 

videos with smooth and high visual quality. All 

conventional rate controllers use a target bit rate as the 

main reference point in the control process and therefore 

the bit rate is pushed toward a constant value which is 

unwelcoming for the VBR applications. In our proposed 

algorithm, in fact, the QP and SSIM are used as references 

and the attempt is to prevent unnecessary changes of QP 

and SSIM. This leads to controlled variations in bit rate 

and smooth visual quality of the compressed video. Using 

these references enables the rate controller to operate in a 

wide rate-distortion (R-D) range, which is the main 

characteristic of VBR rate controllers. 

The rest of this paper is organized as follows. First, the 

details of our proposed RCA are explained in Section 2. 

Then, some experimental results are reported in Section 3. 

Finally, conclusions are given in Section 4. 

2- Proposed Rate Control Algorithm 

The block diagram of our proposed RCA is shown in Fig. 

1. A fuzzy rate controller, an SSIM-based quality 

controller, a number of virtual buffers, and a number of 

multiplexers are the main parts of the diagram. The 

algorithm operates at GOP (groups of pictures) level. It 

computes a base QP for each GOP and the well-known QP 

cascading technique is used to calculate a QP for each 

frame in the GOP. In the base QP calculation process, we 

consider the correlation between coding complexities of 

consequent GOPs in a scene. So the coding complexity of 

previous GOP is used as an estimate for that of the current 

GOP. Therefore, the base QP of previous encoded GOP is 

used as an estimate for that of the current GOP and then 

the fuzzy rate controller and the SSIM-based quality 

controller adjust the base QP by: 

 
1

d d d d

b b b bBaseQP BaseQP QPF QPQ   ,  (1) 

where d

bBaseQP is the calculated QP for the
thb (current) 

GOP. d

bQPF and d

bQPQ  denote the base QP changes 

calculated by the fuzzy rate controller and the SSIM-based 

quality controller, respectively. b and d  denote the indices 

of GOP and layer, respectively. In fact, we can say the 

base QP of current GOP, consist of the delayed version of 

the base QP used for previous GOP plus the base QP 

changes that are calculated by the fuzzy rate controller and 

the SSIM-based quality controller. The details of the 

proposed RCA are discussed in the following subsections. 

2-1- Virtual Buffer 

As shown in Fig. 1 we employed a virtual buffer denoted 

by ( dBuffer ) for each layer in order to simulate the 

buffering process at the decoder side. The buffer size (
dBS ) and the target rate ( dTR ) are determined by the 

users according to the bandwidth, buffering, and delay 

constraints. 

Inspiring from the fact that the sub-stream of each layer is 

multiplexed with those of other layers in the scalable video 

encoder in order to produce the scalable bitstream, so in 

the buffering process, the consumed bits of each layer are 

aggregated with those of lower layers. This is done by 

layer multiplexers (
dMUX ) which is used to simulate the 

encoder multiplexing process as: 

 
0

d
d j

a a

j

MB B


  , (2) 

where j

aB  denotes the consumed bits for the
tha frame in 

the thj layer and d

aMB is the multiplexed consumed bits for 

the
tha frame in the

thd layer. Then, the output of the
thd  

multiplexer is used to update the occupancy of the
thd

virtual buffer after encoding
tha frame according to (3): 

 1

0

1 d
d d d j

a a a

j

BO BO MB TR
F





     , (3) 

Here, d

aBO denotes the buffer occupancy of the
thd layer 

after encoding the
tha frame. Also jTR is the target rate of 

the thj layer and F  stands for the frame rate. It is notable 

that we assume %60 of the virtual buffer size (
dBS ) is 

initially occupied by initial buffering i.e. 

 
0 0.6d dBO BS   , (4) 

2-2- Fuzzy Rate Controller 

As a conventional fuzzy controller, our fuzzy rate 

controller contains a fuzzifier, a defuzzifier, a fuzzy 

interface engine, and a fuzzy rule base. The fuzzifier maps 

the crisp inputs to the input fuzzy sets. The fuzzy interface 

engine maps the input fuzzy set to the output fuzzy set 

according to the fuzzy rule base and the defuzzifier maps 

the output fuzzy set into a crisp output. The fuzzy rule 

base is presented with linguistic variables to appropriately 

link daily conversations to a mathematical framework 

[30]. We choose the fuzzy logic controller because many 

non-linear relations that exist in video rate control can be 

easily included in the fuzzy rules and membership 

functions (MSF). 
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Fig. 1 Block Diagram of Proposed Algorithm 

As shown in Fig. 1, the fuzzy rate controller uses two 

feedback signals from each layer to make an output for 

each layer. As previously discussed, according to the 

bandwidth, buffering, and delay constraints, the target rate 

( dTR ) and the virtual buffer size for each layer are 

determined by the user. Then, the target rate of each layer 

would be aggregated with those of all prior layers to make 

a target rate for the output of each multiplexer. 

After encoding a complete GOP with layers, the 

multiplexed consumed bits and the buffer occupancy are 

normalized by the aggregated target rate and the buffer 

size, respectively in order to form two inputs from each 

layer to the fuzzy rate controller as (5) and (6): 

 1

d
d

d

BO
x

BS
 ,  (5) 

 2

d
d

d

PGC
x

TGC
  , (6) 

where
1

dx and
2

dx are two fuzzy inputs from the
thd layer.

dPGC denotes the multiplexed consumed bits by previous 

GOP and
dTGC stands for the target multiplexed bits for 

the GOP. The target multiplexed bits for a GOP is 

calculated by as: 

 
0

1 d
d d j

GOP

j

TGC N TR
F 

    , (7) 

where d

GOPN denotes the number of frames in a GOP of the

thd layer. Taking the expert experiences into account, we 

design 9 and 7 trapezoidal membership functions (MSF) 

for
1

dx and
2

dx , respectively as shown in Fig. 2. 

We utilized the trapezoidal MSFs because, the non-linear 

relationships are better included in them than the triangular 

ones and also they are less computational complex than the 

Gaussian MSFs. The rule base of our fuzzy system is 

summarized in Table 1. In this table, the letters L, M, H 

stand for low, medium and high respectively as the 

primary term of linguistic variables. Moreover, the letters 

A, U, E and V stand for absolute, ultra, extra, and very, 

respectively for the linguistic hedges. As an example of 

fuzzy rules, we can say: IF
1

dx is Medium-Low and
2

dx  is 

Medium, THEN the output is Medium-High. Also, the 

desired central values of the fuzzy output corresponding to 

Table 1 are obtained and shown in Table 2. 

In designing the fuzzy membership functions and the 

desired central values, the attempt is to minimize the QP 

fluctuations in order to provide smooth and high visual 

quality for the compressed video while the buffering 

constraints are obeyed, so the structure of fuzzy rules and 

MSFs are designed asymmetrically. 

 

 

 
Fig. 2 Membership functions of fuzzy inputs linguistic variables 

Table 1 Fuzzy Rule in Linguistic Variables 

 
  

 

VH AH AH AH UH EH VH H MH M 

H AH AH UH EH VH H MH M ML 

MH AH UH EH VH H MH M ML L 

M UH EH VH H MH M ML L VL 

ML EH VH H MH M ML L VL EL 

L VH H MH M ML L VL EL UL 

VL H MH M ML L VL EL UL AL 

  
UL EL VL L ML M MH H VH 
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Table 2 Desired Central Values of the Fuzzy System Output 

 
  

 

VH 6 6 6 5 4 3 2 1 0 

H 6 6 5 4 3 2 1 0 -1 

MH 6 5 4 3 2 1 0 -1 -2 

M 5 4 3 2 1 0 -1 -2 -3 

ML 4 3 2 1 0 -1 -2 -3 -4 

L 3 2 1 0 -1 -2 -3 -4 -5 

VL 2 1 0 -1 -2 -3 -4 -5 -6 

  
UL EL VL L ML M MH H VH 

  
  

In MSFs of input1, the sets in the middle ranges such as 

ML and M cover a wider area than the others since in the 

middle ranges the buffer occupancy is far from critical 

conditions and so the QP is kept unchanged or change 

slowly. On the other hand, where the buffer status is 

critical, the sets close to zero or one cover narrower ranges 

to allow faster changes of QP. In other words, while the 

normalized buffer occupancy is about 0.6 and the 

normalized consumed bits is close 1 so the inputs are close 

to the ideal condition and there is no need to change the 

QP. As the result, the desired central value corresponding 

to the such area is set equal to 0 and whatever we select 

the MSFs in such regions wider, so the QP will be kept 

unchanged in wider region. However, when the inputs are 

far from ideal condition and close to the critical regions 

such as normalized buffer occupancy close to 1 and 0, the 

QP should be changed abruptly to prevent buffer overflow 

and underflow. Since the abrupt QP change, increases the 

unwelcomed quality fluctuation, the MSFs should be 

narrow in order to limit abrupt QP fluctuation to the 

critical regions. 

Finally, by using a singleton fuzzifier, a product interface 

engine, and a center average defuzzifier the output of the 

fuzzy system is computed by (8): 

 

1 2
1 2

1 2
1 2

1 2

1 2

1 2
1 2

1 2

1 2

1 1

1 2

1 2

1 1

( ). ( )

( , )
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i i

i i

N N
i i

d d
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i id d d

N N
d d

A A
i i

y x x

f x x
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,  (8) 

where df denotes the output of the fuzzy system for the

thd layer.  11 2 3

1,2
, , ,...

N

i i i i
i

A A A A


stands for the input fuzzy 

set and
1 2i i

y stands for the central desired value.
1N and

2N

are the number of fuzzy sets for input
1

dx and
2

dx  

respectively. It is emphatic that all the aspects of the fuzzy 

controller are considered based on the expert experiences 

and experiments execution without performing an 

optimization process. However, the experimental results 

confirm that the performance of our proposed RCA is 

better than the others. Readers are referenced to [30] for 

more detailed information about fuzzy design and 

derivations. The output of the fuzzy system will be passed 

through a content-adaptive gain (
d

fG ) which can be tuned 

in the range of (0.5 ~ 1) in order to adjust the control 

intensity accordingly to the video content as: 

  1 2,d d d d d

b fQPF G f x x   ,  (9) 

A higher gain is suitable for a video sequence with a lot of 

heterogeneous scenes and vice versa. The output of the 

fuzzy controller is used for computing the base QP as 

presented in equation (1). 

2-3- SSIM-Based Quality Controller 

The distortion model used in the HEVC framework is 

based on the error-sensitive metrics such as PSNR and 

MSE that are full-reference (FR) objective metrics. The 

main popularity reason for them is the calculation 

simplicity. They do not take the human visual system 

(HVS) characteristics into account while the output video 

quality is ultimately judged by human eyes. Researchers 

show that HVS is very sensitive to the structural 

information in the field of viewing. Therefore, it is better 

to use structural similarity-based metrics which have more 

correlation with HVS and estimate the output video quality 

more efficiently. SSIM is a structural similarity-based 

metric which attempts to extract structural information to 

evaluate the video quality. 

To define SSIM, let  and  be the original signal and 

distorted signal respectively.  and  denote the mean of

 and  , respectively which estimate the luminance. 

and  stand for the variance that estimate the contrast, and

 is the covariance of and  which measures the non-

linear similarity of and  . By utilizing these parameters, 

the luminance ( l ), the contrast ( c ) and structure ( s ) 

comparison measures are defined as follow: 

 

 

2 2

2 2

2
( , ) ,

2
, ,

l

c

 

 

 

 

 
 

 

 
 

 







  

  ,s


 


 

 
 ,  (10) 

Then, the structural similarity measure is yielded (11) by 

combining these measures: 

        
  2 2 2 2

4
, , , ,S l c s

  

   

  
       

   
 

 
, (11) 

The equation (11) is unstable and so it is modified to a 

new measure named SSIM as: 

  
  

  
1 2

2 2 2 2

1 2

2 2
,

C C
SSIM

C C

  

   

  
 

   

 


   
,  (12) 
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where
1C and

2C are given by (13): 

    
2 2

1 1 2 2  ,  ,C k L C k L    (13) 

where L is the dynamic range of pixel values set to 255 for 

8-bit videos.
1k and

2k are two constants set to 0.01 and 

0.03, respectively. Readers are referenced to [24, 31, 32] 

for more details. 

In this paper, we take the advantages of SSIM as a quality 

metric and propose an SSIM-based quality controller to 

improve the performance of our algorithm. Our quality 

controller uses the SSIM of the compressed video in each 

layer as a feedback signal and calculates a QP change (
d

bQPQ ) in the range of (-2 ~ 2) for each layer as output. 

The relation between the input and output of our quality 

controller is represented in (14): 

  1

d d d d d

b q bQPQ G QP SSIM SSIM     ,  (14) 

where the
dQP and dSSIM denote the average QP and the 

average SSIM, respectively for all previously encoded 

frames at the same layer.
1

d

bSSIM 
stand for the average 

SSIM of previously encoded GOP.
d

qG is a constant gain 

which can be used to adjust the control intensity. The 

output of the quality controller is used for computing the 

base QP as presented in equation (1). 

3- Experimental Results 

To evaluate the performance of proposed RCA, we 

implemented our proposed algorithm on the SHVC 

standard reference software SHM-12.1 [33] and executed a 

set of experiments. The random access scalable 

configuration with three layers including a base layer, a 

spatial 2.x layer, and an SNR layer is used for the 

experiments. The reason for using a spatial and an SNR 

layer as enhancement layers is to show the performance of 

our algorithm on both types of scalable layers. Each 

enhancement layer uses only the previous layer in 

interlayer processing. In order to configure the RCA, the 

size of each buffer is chosen equal to 1.5 seconds buffering 

of a bitstream with the aggregated target bit rate. 

Moreover, the gains of the fuzzy rate controller and the 

quality controller were set to 0.65 and 0.7, respectively. 

We used a set of well-known sequences such as Keiba, 

RaceHorses, BQMall, BasketballDrill, PartyScene, 

Kimono, and ParkScene in our experiments. The proposed 

RCA is targeted for long-term rate-controlling, so we 

concatenated short test sequences to make longer 

sequences, suitable for our experiments. KR, BP, and KP 

are the abbreviations for the name of concatenated 

sequences Keiba to RaceHorses, BasketballDrill to 

PartyScene, and Kimono to ParkScene, respectively. 

In video encoding with a constant QP (CQP), there is no 

control over the bit rate and therefore, there is no 

guarantee for the buffer constraint to be obeyed especially 

for a long time. However, CQP encoding provides smooth 

and higher visual quality for compressed video. On the 

other hand, the λ-domain RCA implemented in the 

reference software is supposed to produce a constant bit 

rate suitable for low-delay applications. From the 

operating region point of view, a high-delay RCA should 

operate in a region between low-delay algorithms and 

CQP case. Hence, we selected the λ-domain RCA and 

CQP cases in order to compare our proposed algorithm 

with them from the rate control and video quality points of 

view. These two algorithms are compared with the 

proposed algorithm in terms of mean QP, mean PSNR and 

mean SSIM. PSNR is a signal fidelity metric that measures 

the correlation between the original video and the encoded 

one. The higher PSNR means higher quality. As discussed 

in the previous section, SSIM measures the structural 

similarity between the original video and the processed 

one and reports the similarity value in the range of (0~1). 

The closer SSIM to 1 means higher quality. Moreover, we 

introduced a metric namely Mean Absolute Gradient 

(MAG) as a fluctuation metric to compare the algorithms 

in terms of fluctuations on QP, PSNR, and SSIM. The 

MAG on the variable
d is defined as: 

  
1

1

0

1

1

M
d d d

a a

a

MAG
M

  






 

 ,  (15) 

where the variable
d can be substituted by QP, PSNR or 

SSIM in order to compute the MAG of these metrics. M  

denotes the number of encoded frames and stands for the 

index of each frame in display order. The MAG of PSNR 

and SSIM measure that how much the quality and 

structural similarity of consequent frames are correlated. 

Small MAG of PSNR and SSIM means that the quality of 

the output video has smooth fluctuation and a more 

pleasant video display is provided for the user. 

To evaluate the performance of our RCA from the 

buffering constraints point of view, the encoded sequences 

are compared in term of minimum initial buffering delay 

which is formulated in (16): 

 
 max min

0

0.6 d d

d

d
j

j

BO BO
Delay

TR


 



,  (16) 

where a higher delay means more variations in bitrate. A 

high delay value can be interpreted as overflow or 

underflow or both of them. However, low delay values 

cannot be necessarily interpreted as perfect control. In 

other words, (16) measures the time that should be passed 

until 60% of the buffer space be filled with the incoming 

bits. For perfect control, the following constraints must be 

obeyed for all GOPs in all layers: 

 
max min  AND   0d d dBO BS BO  ,  (17) 
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From the rate control point of view, it is notable that in all 

experiments, the proposed RCA completely obeyed the 

buffering constraints with neither buffer overflow nor 

underflow and successfully achieved the target rate. On the 

other hand, the virtual buffer simulated for CQP and λ-

domain RCAs has overflow or underflow in several cases. 

The test sequences were encoded by the algorithms in four 

operation points according to the SHM common test 

conditions [34] and for the lack of space, only a part of 

numerical experimental results are represented in Table 3. 

According to Table 3 by averaging PSNR mean over all 

layers of the test sequences, the values of 37.38, 37.46, and 

37.29 are resulted by the CQP, the proposed (S-F), and the 

λ-domain (LAD) RCAs, respectively.  

 
Table 3(a) Comparison Simulation Results of S-F with CQP and LAD 

Sequences 
Layer 

ID 
RCA 

PSNR (dB) SSIM 

Mean MAG Mean MAG 

KR 

BL 

CQP 34.74 1.47 0.932 0.013 

S-F 34.91 1.44 0.926 0.013 

LAD 34.75 1.81 0.921 0.016 

EL1 

CQP 35.32 1.32 0.928 0.011 

S-F 35.44 1.24 0.922 0.011 

LAD 35.35 1.81 0.918 0.016 

EL2 

CQP 37.33 1.68 0.948 0.011 

S-F 37.42 1.55 0.945 0.011 

LAD 37.27 2.20 0.941 0.015 

BQMall 

BL 

CQP 32.64 0.58 0.928 0.006 

S-F 32.94 0.60 0.929 0.006 

LAD 32.80 0.64 0.925 0.007 

EL1 

CQP 33.65 0.47 0.915 0.005 

S-F 33.82 0.48 0.914 0.005 

LAD 33.50 0.58 0.907 0.007 

EL2 

CQP 35.75 0.61 0.94 0.005 

S-F 35.87 0.61 0.939 0.005 

LAD 35.59 0.69 0.935 0.006 

BP 

BL 

CQP 39.75 1.44 0.980 0.004 

S-F 39.84 1.49 0.980 0.005 

LAD 39.67 1.87 0.979 0.006 

EL1 

CQP 39.38 1.20 0.970 0.004 

S-F 39.52 1.14 0.970 0.004 

LAD 39.23 1.75 0.967 0.007 

EL2 

CQP 41.80 1.70 0.981 0.004 

S-F 41.84 1.75 0.981 0.005 

LAD 41.62 2.48 0.979 0.007 

KP 

BL 

CQP 38.45 1.00 0.958 0.007 

S-F 38.46 0.97 0.957 0.007 

LAD 38.39 0.85 0.956 0.006 

EL1 

CQP 39.04 0.73 0.946 0.006 

S-F 38.91 0.73 0.944 0.006 

LAD 38.86 0.73 0.943 0.006 

EL2 

CQP 40.70 0.84 0.958 0.006 

S-F 40.57 0.82 0.957 0.006 

LAD 40.47 0.98 0.957 0.007 

Total-Average 

CQP 37.38 1.09 0.949 0.007 

S-F 37.46 1.07 0.947 0.007 

LAD 37.29 1.37 0.944 0.009 

The results show that our algorithm provides a higher 

video quality level than the CQP and the λ-domain 

algorithms in terms of PSNR. Also, by averaging the 

MAG of PSNR over the tested sequences the values of 

1.09, 1.07, and 1.37 are resulted by the CQP, the S-F, and 

the λ-domain RCAs, respectively. According to these 

results, our algorithm has provided less fluctuation in 

PSNR than the anchors and so it provides more constant 

visual quality. Moreover, by averaging the SSIM values 

over the test sequences, the values of 0.949, 0.947, and 

0.944 are resulted by the CQP, the S-F, and the λ-domain 

RCAs, respectively. That means the performance of the 

 
Table 3(b) Comparison Simulation Results of S-F with CQP and LAD 

Sequences 
Layer 

ID 
RCA 

QP 
Delay 

(Sec) 

Average 

Bit-Rate 

(kbps) 
Mean MAG 

KR 

BL 

CQP 33.10 1.83 1.61 297.81 

S-F 32.86 1.83 0.46 294.89 

LAD 36.05 7.27 0.53 298.02 

EL1 

CQP 33.10 1.83 2.12 876.02 

S-F 32.79 1.82 0.59 858.18 

LAD 35.80 7.38 0.65 876.44 

EL2 

CQP 29.10 1.82 2.24 972.15 

S-F 28.76 1.81 0.47 962.25 

LAD 31.43 7.31 0.63 973.07 

BQMall 

BL 

CQP 37.10 1.84 0.82 252.94 

S-F 36.91 1.85 0.37 257.38 

LAD 39.77 5.11 0.24 253.66 

EL1 

CQP 37.10 1.84 0.91 570.83 

S-F 36.87 1.85 0.44 577.78 

LAD 39.19 5.52 0.27 571.75 

EL2 

CQP 33.10 1.83 0.88 704.08 

S-F 32.77 1.84 0.35 705.15 

LAD 35.35 5.88 0.25 704.71 

BP 

BL 

CQP 25.10 1.80 1.30 1461.06 

S-F 24.91 1.80 0.39 1472.64 

LAD 26.79 6.18 0.36 1461.01 

EL1 

CQP 25.10 1.80 2.02 4804.95 

S-F 24.62 1.80 0.32 4810.19 

LAD 26.68 6.51 0.63 4809.08 

EL2 

CQP 21.10 1.80 2.01 5358.12 

S-F 20.72 1.80 0.34 5288.33 

LAD 22.63 6.32 0.66 5359.77 

KP 

BL 

CQP 29.10 1.83 1.22 1089.25 

S-F 29.08 1.81 0.54 1073.22 

LAD 30.54 3.95 0.79 1089.88 

EL1 

CQP 29.10 1.83 1.20 2779.86 

S-F 29.19 1.81 0.60 2723.22 

LAD 30.60 4.31 0.83 2782.28 

EL2 

CQP 25.10 1.82 1.36 3599.17 

S-F 25.10 1.8 0.54 3585.63 

LAD 26.75 4.90 0.87 3601.02 

Total-Average 

CQP 29.77 1.82 1.47 1897.19 

S-F 29.55 1.82 0.45 1884.07 

LAD 31.80 5.89 0.56 1898.39 
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proposed algorithm in terms of the visual quality of the 

compressed video is between those of the CQP and the λ-

domain RCA as expected. The CQP algorithm uses a 

constant QP over the whole sequence while our proposed 

algorithm needs to vary the QP in order to control the bit 

rate and buffer state so the CQP outperforms the proposed 

algorithm. However, smooth control of QP by the 

proposed algorithm provides high visual quality for 

compressed video. Furthermore, by averaging the MAG of 

SSIM the values of 0.007, 0,007, and 0.009 are resulted by 

the CQP, the S-F, and the λ-domain RCAs, respectively. 

That means a similar performance in terms of visual 

quality smoothness for the proposed and the CQP 

algorithms. According to the average values for QP mean 

(29.77, 29.55, 31.80) and QP MAG (1.82, 1.82, 5.89) in 

the table, the proposed RCA provided a QP mean lower 

than those of CQP and λ-domain RCAs while in term of 

QP MAG the proposed RCA performs similar to the CQP 

and much better than the λ-domain RCA. From the initial 

buffering delay point of view, the average values of 1.47, 

0.45, and 0.56 are resulted by the CQP, the S-F, and the λ-

domain RCAs, respectively. According to these results, the 

proposed algorithm provided a lower initial buffering 

delay than that of the CQP case and even lower than that 

of the λ-domain RCA as a constant bit rate algorithm. The 

point is that the λ-domain RCA failed to obey the buffer 

constraints in several cases in the experiments while and 

the buffering constraints are completely obeyed by the 

proposed RCA. For more investigations, we compared the 

proposed RCA with the CQP and the λ-domain RCAs in 

terms of the rate-distortion performance utilizing the 

Bjϕntegaard metrics. The test sequences were encoded by 

the algorithms in four operation points according to the 

SHM common test conditions [34] and the Bjϕntegaard 

Delta PSNR (BDPSNR) and Bjϕntegaard Delta Bit Rate 

(BDBR) are computed between the proposed algorithm 

and the anchor algorithms. The BDPSNR measures the 

average PSNR between two rate-distortion curves. Positive 

BDPSNR means quality enhancement and negative 

BDPSNR means quality degradation. The BDBR 

measures the average bit rate between two rate-distortion 

curves. Negative BDBR means bit rate saving and positive 

BDBR is interpreted as bit rate wasting. The comparison 

results are presented in Table 4.  

Also, the algorithms were compared in terms of the 

Bjϕntegaard Delta SSIM (BDSSIM) and Bjϕntegaard 

Delta Bit Rate (BDBR) and provided results are presented 

in Table 5. According to the average results reported in 

Table. 4, our RCA performs better than the anchor 

algorithms in terms of Rate-PSNR. Moreover, the reported 

average results in Table. 5 show that our RCA performs 

close to the CQP case (-0.0011, 3.8004) and better than the 

λ-domain RCA (0.0023, -6.0229) in terms of Rate-SSIM. 

As sample graphical results, Fig. 3-5 show the buffer 

occupancy (BO), PSNR, SSIM and QP graphs on GOP-

based for the three layers of the KP test sequence. As 

presented in the figures, the buffer occupancy (BO) graphs 

resulted by the CQP and λ-domain RCAs show several 

buffer overflows and underflows while for the proposed 

RCA the buffer has neither overflow nor underflow. As 

shown in the graphs, the proposed algorithm efficiently 

uses the buffer size in order to reduce the QP and 

perceptual quality fluctuations. Also, strong correlations 

between the graphs of proposed RCA and corresponding 

graphs of CQP can be seen in the figures that mean a high 

performance for the proposed RCA close to the CQP 

encoding. 

Table 4 Rate-Distortion Performance Comparison between S-F, CQP, 
and λ-Domain in Term of PSNR 

Sequence 

Name 

Layer 

ID 

PSNR 

S-F Vs. CQP S-F Vs. LAD 
BDPSNR BDBR BDPSNR BDBR 

KR 
BL 0.188 -3.782 0.215 -4.113 

EL1 0.087 -2.631 0.088 -2.693 

EL2 0.058 -1.695 0.145 -4.071 

BQMall 
BL 0.168 -3.048 0.087 -1.612 

EL1 0.019 -0.583 0.164 -4.415 

EL2 -0.061 1.995 0.117 -3.590 

BP 
BL 0.126 -2.486 0.061 -1.195 

EL1 0.212 -5.132 0.244 -5.873 

EL2 0.158 -3.444 0.194 -4.227 

KP 
BL 0.077 -1.833 0.145 -3.457 

EL1 -0.046 1.552 0.133 -4.518 

EL2 -0.105 4.387 0.092 -3.299 

Total-Average 0.073 -1.392 0.140 -3.589 

 

Table. 5 Rate-Distortion Performance Comparison between S-F, CQP, 

and λ-Domain in Term of SSIM 

Sequence 

Name 

Layer 

ID 

SSIM 

S-F Vs. CQP S-F Vs. LAD 
BDSSIM BDBR BDSSIM BDBR 

KR 
BL -0.0044 8.0664 0.0042 -7.2240 

EL1 -0.0038 11.1120 0.0027 -7.2125 

EL2 -0.0026 10.8361 0.0025 -8.8341 

BQMall 
BL -0.0010 2.6213 0.0013 -3.5838 

EL1 -0.0011 3.6879 0.0023 -6.7775 

EL2 -0.0010 5.2484 0.0009 -4.5998 

BP 
BL 0.0001 -0.2108 0.0012 -2.8484 

EL1 0.0022 -4.4932 0.0045 -8.8604 

EL2 0.0012 -3.2940 0.0024 -6.5988 

KP 
BL -0.0008 1.8461 0.0023 -4.8108 

EL1 -0.0012 3.6716 0.0025 -7.0958 

EL2 -0.0013 6.5138 0.0010 -3.8290 

Total-Average -0.0011 3.8004 0.0023 -6.0229 
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Fig. 3 Buffer Occupancy, PSNR, SSIM and QP Graphs of Base Layer 

 

Fig. 4 Buffer Occupancy, PSNR, SSIM, and QP Graphs of Enhancement Layer1 
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Fig. 5 Buffer Occupancy, PSNR, SSIM, and QP Graphs of Enhancement Layer2

4- Conclusions 

In this paper, we proposed a video rate controller targeted 

for VBR applications of the scalable extension of HEVC 

standard, which is able to control the bit rate and buffer 

state in all types of scalable layers and it consists of a 

fuzzy rate controller and an SSIM-based quality controller. 

The fuzzy controller controls the bit rate while the attempt 

is to minimize the QP fluctuations and the quality 

controller smooths the SSIM quality metric over video 

frames. 

Both controllers operate on the GOP level. The proposed 

rate control algorithm was implemented in the standard 

reference software and a comprehensive set of experiments 

was executed. According to the experimental results, the 

rate and buffering constraints are completely obeyed by 

the proposed algorithm. Also, from the rate-PSNR 

performance point of view, the proposed algorithm 

performs better than the CQP and λ-domain RCAs. 

Moreover, from the rate-SSIM performance point of view, 

the proposed algorithm performs better than the λ-domain 

RCA and close to the CQP case. Furthermore, from the QP 

and SSIM smoothness point of view the proposed RCA 

performs better than the λ-domain RCA and very close to 

the CQP encoding. 
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Abstract 
With the increasing amount of accessible textual information via the internet, it seems necessary to have a summarization 

system that can generate a summary of information for user demands. Since a long time ago, summarization has been 

considered by natural language processing researchers. Today, with improvement in processing power and the development of 

computational tools, efforts to improve the performance of the summarization system is continued, especially with utilizing 

more powerful learning algorithms such as deep learning method. In this paper, a novel multi-lingual multi-document 

summarization system is proposed that works based on deep learning techniques, and it is amongst the first Persian 

summarization system by use of deep learning. The proposed system ranks the sentences based on some predefined features 

and by using a deep artificial neural network. A comprehensive study about the effect of different features was also done to 

achieve the best possible features combination. The performance of the proposed system is evaluated on the standard baseline 

datasets in Persian and English. The result of evaluations demonstrates the effectiveness and success of the proposed 

summarization system in both languages. It can be said that the proposed method has achieve the state of the art performance 

in Persian and English. 

 

Keywords: Artificial Neural Networks; Deep Learning; Text Summarization; Multi-Documents; Natural Language 

Processing 

 

1 Introduction 

Nowadays, with the advances in science and 

technology, there is explosive growth in the amount of 

available data. As a result, it is useful to have desired 

information in smaller volumes but with maximum 

coverage of the original document. Text summarization by 

humans has some advantages such as accuracy, coverage, 

and cohesiveness, but it is a time consuming and 

expensive process. On the other hand, summarizing huge 

documents is really hard for a human. Mostly the internet 

provides people’s information, and it contains a rich 

amount of textual data. As a result, automatic 

summarization systems could lead us to save our time and 

efforts, even if they could not perform as well as a human 

in generating a summary. 

Generally, the goal of automatic text summarization 

is compressing a text into a shorter version with preserving 

its main aspects. Text summarization leads us to use more 

resources in a faster and more efficient way. An ideal 

summary should contain important aspects of one or more 

documents with a minimize redundancy [1].  

Text Summarization can be categorized in different 

ways; one way refers to how a summary is organized in 

terms of shapes and forms. So, in this case, a summary can 

be abstractive or extractive. In the extractive method, the 

significant sentences of the document are determined, and 

without any modification, they are placed in summary. In 

abstractive summarization, a conceptual summary of the 

document is produced and the original form of sentences 

may change. Abstractive summarization is similar to the 

human summarization technique [1]. Another way of 

classifying summarization methods is based on the number 

of documents involved in summary, so the summarization 

task is divided into single-document and multi-document 

summarization. In single document summarization, only 

one document is used to create a summary, but in multi-

document summarization, several documents with the 

same topic area construct the input of the summarization 

system. 

mailto:shima.mehrabi85@gmail.com
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One of the main challenges in summarization task is 

how to determine the most important sentences while 

summary covered all significant aspects of the document 

and of course, without redundancy. As a result, the 

document has to be preprocessed and the features which 

represent the importance of sentences have to be exploited. 

The preprocessing and feature extraction phases play an 

important role in achieving the best result. In extractive 

summarization, sentences form some vectors called feature 

vectors. Each vector contains some features that show the 

importance of a sentence based on various perspectives. A 

feature vector has N elements that each of them has a 

numerical value. The importance of sentences could be 

determined according to the values of the feature vectors. 

One of the well-known multi-document 

summarization systems is called MEAD [2]. MEAD was 

developed in two versions at the University of Michigan in 

2000 and 2001. It uses a clustering method for 

summarization. Gistsumm is an extractive summarizer 

which is composed of three parts: segmentation, sentence 

scoring, and extract function [3]. Gistsumm scores 

sentences based on keywords. Keywords are determined 

according to the frequency of words. Sentences with the 

highest scores describes the main point of context more 

efficiently. The other sentences are chosen based on 

relevance to the important sentences or entire content of 

the text. 

The earliest work on Persian text summarization is a 

single document extractive summarizer called Farsisum 

[4], it is an online summarizer, and it is developed based 

on Swedish summarizing project called Swesum. 

FarsiSum summarizes the Persian news documents in 

Unicode format. In another study, a Persian single 

document summarizer was designed, which uses the 

graph-based method and lexical chains [5], as ranking 

metrics it uses sentences similarity, the similarity of the 

sentence with user query, title similarity, and existing of 

demonstrative pronouns in the sentence. As a summary, 

the sentences with higher rank are selected. In [6], a multi-

document multi-lingual automatic summarization system 

is proposed, which is based on singular value 

decomposition (SVD) and hierarchical clustering. In 

another system, fuzzy logic was utilized to produce a 

summary. In this system, some textual features such as 

Mean-TF-ISF, sentence length, sentence position, 

similarity to the title, similarity to keywords are assumed 

as inputs of the fuzzy system [7]. 

Since 2006, deep learning has persuaded lots of 

machine learning researchers to study and work on 

different aspects of it. In recent years, deep learning has 

influenced a vast amount of researches on signal and 

information processing. Deep learning uses artificial 

neural networks. The upper layers of the network are 

defined based on the outputs of the lower layers. One of 

the most important researches in deep learning was 

published in 2009 and declared that hierarchal learning 

and extracting features directly from raw input data are 

some of deep learning characteristics [8]. Hinton et al., 

provided an overview of recent successes in using deep 

neural networks for acoustic modeling in speech 

recognition [9]. It is shown that deep neural networks use 

data more efficiently; therefore, they do not require as 

much data to attain the same performance of other 

common methods. 

The result of using deep learning in speech 

recognition and image processing were sounds promising, 

which convinced natural language processing researchers 

to apply deep learning in Natural Language Processing 

(NLP) tasks. In 2011, a unified deep learning-based 

architecture for NLP was introduced, which is able to 

solve different NLP tasks such as name entity recognition, 

part of speech tagging, semantic role labeling, and 

chunking [10,11], the architecture avoids task-specific 

engineering as much as possible and rely on great amount 

of unlabeled data sets to discover internal representations 

which are applicable for all mentioned tasks. In [12], deep 

learning was applied in language modeling, and it was 

shown that word error rate and perplexity were decreased 

compared with conventional n-gram Language Models 

(LMs). In another study, a multi-document summarization 

framework was proposed based on deep learning that its 

feature vector contains the frequency of predefined 

dictionary within the documents, the framework used the 

deep network for developing summarizer [13]. In the first 

layer, the network attempts to omit unnecessary words; 

then, keywords are distinguished among remained words; 

sentences that contain keywords are extracted as candidate 

sentences. Finally, a summary is generated from candidate 

sentences via dynamic programming.  

In [14], some methods are presented for extractive 

query-oriented single-document summarization using a 

deep auto-encoder to measure a feature space from the 

term-frequency and provides extractive summaries, gained 

by sentence ranking. The advantage of their approach is 

that the auto-encoder produces a concept vectors for a 

sentence from a bag-of-words input. The obtained concept 

vectors are so affluent that cosine similarity is adequate as 

the means of query-oriented sentence ranking. In [15], an 

extensive summarization approach was presented, which 

works based on neural networks. The neural network was 

trained by extracting ten features, including word vector 

embedding from the training set. For summarization, the 

multi-layer perceptron is applied to predict the probability 

of each sentence belongs to a specific class. Sentences 

with higher probability have a higher chance of appearing 

in summary. In [16], an approach was introduced for 

extractive single-document summarization, which applies 

a combination of Restricted Boltzmann Machine (RBM) 

and fuzzy logic to choose important sentences from the 

document. The set of sentence position, sentence length, 
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numerical token, and Term Frequency/Inverse Sentence 

Frequency (TF-ISF) is their feature vector. It is shown that 

the results produced by their method give better evaluation 

parameters in comparison with the standard RBM method. 

Considering the achievements of deep learning, in 

this paper, a new summarization system is introduced, 

which is a multi-lingual multi-document summarizer, and 

it was evaluated on Persian and English documents, which 

achieved the state of the art results. The task of sentence 

extracting is based on the scores that the network assigned 

to each sentence. The proposed deep neural network has 

nine layers. In the input layer, sentence features including 

Term Frequency/Inverse Document Frequency (TF/IDF), 

title similarity, sentence position, and Part Of Speech 

tagging (POS) are fed to the network. After the training 

phase, the network is able to score sentences based on 

feature vectors. In the end, sentences are sorted by their 

scores, and top sentences are chosen for a summary. 

The remainder of this paper is organized as follows. 

Section 2 introduces deep learning briefly, and section 3 

describes the proposed method by investigating the 

preprocessing phase, extracting features vector, the 

network topology, and scoring sentences by deep learning. 

Section 4 presents experiments and results on both Persian 

and English standard data sets. Finally, the paper is closed 

with a conclusion in section 5. 

2 Deep Learning 

Data processing mechanism by human-like hearing 

and sight somehow shows the need of deep architecture 

extracting complicated structures of input data. For 

example, the human sight system uses a hierarchal 

structure for comprehending picture; it takes features like 

color, position, and direction as inputs and makes a 

judgment about the picture [8]. 

Training deep networks are complicated and difficult. 

The methods which are used for training shallow artificial 

neural networks do not work efficiently in deep networks. 

This issue can be solved by using a method known as 

unsupervised layer-wise pre-training. More precisely, in a 

deep learning structure, each layer is assumed independent 

from the others, as soon as each layer is trained, the next 

layer starts training by obtained input data from the 

previous layer. In the end, there is a fine-tuning phase on 

the entire deep network [17]. 

RBM and autoencoders are two common models in 

deep learning. RBM is a model for representing data 

probability distribution. By providing a set of training data 

in order to train RBM, the network adjust its parameters to 

find out the best probability distribution of data. RBM can 

be stacked to form a network, that called Deep Belief 

Network (DBN). The idea of DBN is that the output of 

each RBM serves as the inputs of the next RBM. 

Therefore, by stacking RBMs, the network will be able to 

learn new features from previous features [18].  

The Input layer of an autoencoder is the same as its output 

layer. This kind of network mostly is used to feature 

learning by encoding inputs data. Autoencoders provide a 

way to extract features without using tagged data. An 

autoencoder has an input layer that represents network 

input data (for example, pixels of a picture). Also, 

autoencoders have one or more hidden layers that indicate 

modified features, and it has an output layer, just like its 

input layer [19]. 

3 Proposed Method 

For developing a text summarizer, some steps should 

be fulfilled to achieve a better result. First of all, the input 

text is preprocessed to gain a standard and less ambiguous 

form of the text. For showing the importance of the 

sentence, some metrics are described as features. Our 

proposed method uses deep learning for ranking sentences 

based on their features. To the best of our knowledge, it is 

the first time of utilizing deep learning in Persian text 

summarizer. Although the proposed summarizer is multi-

lingual and it is evaluated in English as well.   

In this section, the proposed summarization system 

(we call it DeepSumm) is explained in more detail. 

Preprocessing of the text, constructing feature vector, 

network topology, and sentence scoring task will be also 

covered. 

3-1 preprocessing 

Preprocessing input text is one of the basic steps in 

text summarization. First, the text should be normalized. 

Normalization refers to transforming the text into a 

canonical form. Sometimes a word has several dictations 

but the same meaning, so this sort of words should be 

normalized and transformed to a standard form that 

machine would be able to recognize them. For example, in 

Persian, one way to construct plural nouns is concatenation 

“hâ |ها” at the end of the noun word. There are three 

different ways to use “hâ |ها” based on blank space 

between the word and “hâ |ها”, but all of them are correct 

and depend on the writer. In normalization, one of these 

three forms is determined as standard, and all the other 

forms are converted to standard form. 

In the next step, the text should be segmented into 

sentences and words. The border of words and sentences 

are identified. For example, some symbols like “∙” (if it is 

not surrounded with numbers) or newline character 

indicates the end of sentences. Blank space and comma 

indicate the borders of words. Also, in the preprocessing 

phase, words are stemmed, and the stop words are 

eliminated. 
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3-2 Constructing feature vector 

In order to train DeepSumm, seven types of features 

were defined. In the most of the summarization tasks, 

these features are frequently used. The set of features 

includes frequency of words, title similarity, sentence 

position, part of speech tag, sentence stop words, sentence 

pronouns, and sentence length. Each sentence of the 

document has a feature vector that is constructed by the 

features mentioned earlier. Although after several 

experiments, it is shown that all of these seven features are 

not suitable for our summarization system and four of 

them lead us to the best result. The best four features are 

including TF/IDF frequency, title similarity, sentence 

position, and POS score. We will elaborate on the process 

of choosing the set of four features in more details in 

section 4-1. 

3.2.1 Frequency feature 

In this paper, TF/IDF is used to measure the 

frequency of each word of sentences. A weight is assigned 

to each word based on its frequency within the document. 

This system shows how important each word is. The 

frequency of a word in a document is shown by TF(t,d), 

and the final weight is obtained by association of IDF. IDF 

means inverse document frequency, and it determines the 

frequency of the word in other documents. Does IDF 

indicate whether the word is common in all documents or 

not? Equation 1 shows how IDF is computed: 

 

   (   )      (
 

       
)  (1) 

 

t, D, and d refer to the word, all documents in the corpus, 

and the current document, respectively. “       ” is 

the number of documents that contain the word t. 

In equation 2, TF(t,d) shows the frequency of the 

word t in document d. The TF/IDF of a word is obtained 

by multiplying TF and IDF of the word. For each sentence, 

the average of its word TF/IDF is assumed as the sentence 

TF/IDF.  

 

     ⁄ (     )    (   )     (   )      (2) 

Equation 3 shows the sentence TF/IDF feature. S is 

the current sentence, wi is the i
th

 word of the sentence S, 

and n is the sentence length (according to the number of 

words). 
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            (3) 

3.2.2 Title similarity feature 

The number of similar words between a sentence and 

the title of the document is normalized by the title length. 

The result is the value of the title similarity feature for the 

corresponding sentence. The title similarity feature is 

computed after preprocessing of the sentence and the title. 

Equation 4 shows the title similarity computation method. 

By normalizing the number of similarities with title length, 

the effect of title length is considerate on the result, 

because if the document has a long title, counting the 

number of similarities is not sufficient enough. 

 

                           
     

   
  

(4) 

      refers to the similarity between the sentence S 

and the document title T,     refers to the title length. 

3.2.3 Sentence position feature 

Generally, the first sentences of a document (in some 

languages like Persian, the last sentence contains 

important information either [20]) are more informative 

than the other sentences. In the proposed summarizer, if 

the sentence is the first (or the last one for Persian), its 

corresponding value of position feature is one, and for the 

other sentences, the position feature is assumed zero. 

3.2.4 Part of speech tag feature 

Part of speech tagging is the process of notation a 

word in a text as corresponding to a specific part of speech 

like noun, verb, and adjective based on its description and 

its sense. Noun and adjective are two kinds of part of 

speech which can imply the most informative parts of 

sentences [21,22]. In this paper, the score of sentence POS 

is obtained by adding up the number of nouns and 

adjectives in the sentence, divided by the sentence length. 

Equation 5 shows how to calculate the POS score for a 

sentence S. 

 

             (            )        (5) 
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3.2.5 Sentence Stop words feature 

Usually, the sentences that contain so many stop 

words have less important words; thus, these kinds of 

sentences do not imply significant information. The 

fraction of the sentence stop words can be considered as a 

metric for ranking sentences. Equation 6 shows the 

sentence stop words feature computation method.  

 

                     
    
  

    
  (6) 

 

The numbers of non-stop words in the sentence i 

shows by     
    and       refers to sentence length [20]. 

3.2.6 Sentence pronouns feature 

In general, when a sentence starts with a pronoun, the 

sentence contains some explanation about previous 

sentences, and it is associated with other sentences, 

including these sorts of sentences in summary without 

their related sentences may reduce the readability of the 

text, because it needs another sentence to complete the 

meaning that it is going to convey. Therefore, these types 

of sentences are not suitable for including in summary 

without their related sentence. The ratio of position of 

pronoun, the number of pronouns, and sentence length are 

represented as the value of the sentence pronoun feature. 

In fact, whatever the number of pronouns is more, the 

positive impact on sentence importance is less. Equation 7 

shows how to calculate a sentence pronoun feature. 

 

                 
   

      
  

       
     (7) 

 

    
   is the number of the pronoun in a sentence i. if 

at least one of the first three words of the sentence i is a 

pronoun then    
  is equal to 1 otherwise 0. Also       

refers to sentence length [20]. 

3.2.7 Sentence length feature 

Normally, very long or very short sentences are not 

suitable for including in summary text. The impact of 

sentence length on its importance is computed, as shown 

in equation 8. The ratio of i
th

 sentence length to the longest 

sentence in the document is shown as    . Sentence length 

feature is obtained based on     [20]. 
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3-3  Scoring sentence by deep learning 

After preprocessing and feature extracting phases, 

sentences should be ranked. In our proposed method, deep 

learning techniques and an autoencoder network are used 

for sentence ranking. The proposed autoencoder has nine 

layers, including the input layer. Autoencoders have an 

output layer equal to their input layer, and their goal is a 

reconstruction of input data at the output layer. So an 

autoencoder network is an unsupervised learning method 

that applies the back-propagation algorithm to achieve its 

goal.  

An autoencoder always consists of two parts: encoder 

and decoder. In the encoding part, the network tries to 

construct new feature from input data, in decoding part the 

network tries to reconstruct input data from the new 

feature which are obtained at the end of encoding part. 

Deciding the number of layers and hidden nodes of 

the network is an experiential task, and the best case will 

be determined after repetitious experiments. Different 

kinds of network topologies are investigated and the 

performances of the networks in recreating the input layer 

into the output layer are evaluated by measuring their 

errors. In this study, all of the networks have one 

characteristic in common, which is the number of neurons 

in the layer where the encoding phase is finished; this 

layer only has one neuron. This single-neuron layer plays 

an essential role in the network because it contains the 

score of the sentence based on its importance, which is 

assigned by the deep network. After all, the network with 

the lowest amount of error is chosen. So the network 

design is started by one layer as input, one hidden layer 

with one neuron, and one output layer as same as its input 

layer. Then the performance of the network is evaluated by 

means of calculating the error of recreating input in the 

output layer. Repeatedly more hidden layers are added to 

the networks, and in each step, the error is calculated and 

eventually, the network with minimum error is selected as 

a proposed network. The proposed network has an input 

layer contains neurons that are fed by a feature vector for 

each sentence (4 element feature vector in the best case 

that will discuss later in detail). The second, third, and 

fourth layer has 15, 10, and 5 neurons, respectively. At the 
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fifth layer, where the encoding phase is finished, the 

network has one neuron that contains the sentence score, 

which is assigned by the network. In fact, the network can 

rank a sentence and shows the importance of the sentence 

by the value of a single-neuron of layer five. Then the 

reconstruction or decoding phase is started. The network in 

sixth, seventh, and eighth layers has 5, 10, 15 neurons, 

respectively. Layer nine or output layer is the same as the 

input layer. Figure 1 shows the proposed neural network 

topology. 

 

          Fig. 1. Our proposed deep neural network structure. 

In the training phase, the network uses a sigmoid 

function to predict the values of hidden neurons. The 

average of square error of the network error is measured, 

and by back-propagation error with gradient descent, the 

learning process is continued repeatedly till the error is 

minimized. After the training process, the ideal network 

weights are obtained; now, the trained network is ready to 

use for ranking the sentences. 

At the end of the encoding phase, the network has one 

node, this node is a modified and compressed form of the 

input features. Input features can be reconstructed by the 

value of this node. In fact, the value of this node is the 

score of the input sentence based on its feature vector. The 

ability of the network in scoring sentences based on 

feature vector and without interfering with the other 

methods or human is outstanding. One novelty of 

DeepSumm is the existence of a single neuron in layer five 

that contains a sentence score according to its importance 

in the document. The human assumption about the weight 

of each feature for assigning a score to a sentence is not 

considered; in fact, the network decides how important 

each feature is. 

After training the network and adjusting its 

parameters, the trained network is used for scoring 

sentences. Sentences are sorted according to their scores. 

The sentences with the highest scores are selected for 

generating a summary, considering the compression rate. 

 

Figure 2 illustrates the steps that the proposed method 

follows to generate a summary. Figure 3 is a pseudocode 

of the procedure of generating a summary which is used 

by DeepSumm. 

 

 

Fig. 2. Diagram of the proposed method for generating summary. 
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Fig. 3. Pseudocode of generating a summary.   

 

4 Evaluation of the DeepSumm  

In this section, DeepSumm is evaluated under 

multiple scenarios. As it was mentioned before, 

DeepSumm is a multi-lingual extractive summarizer, and 

it is tested in Persian and English. Persian can be regarded 

as a low resource language; therefore, the main focus of 

developing and testing this system is performed on Persian 

documents. The processing of the Persian texts is so 

complex and more difficult than English. Persian is among 

the languages with complicated preprocessing, because of 

different forms of writing, free word orderness, the 

symmetrical omission of words, and ambiguities on word 

segmentation [23]. Therefore, our experiments in Persian 

comes in various ways. Also, the DeepSumm summarizer 

is tested for English documents, and results sound 

promising.  

In the following parts of section 4, the results of 

experiments in Persian and English are investigated 

thoroughly. Also, the Pasokh dataset for the Persian 

summarization task is introduced. 

4-1 Experiments in Persian 

The proposed summarization system used the Pasokh 

corpus for training and testing Persian summarizer [24]. 

The Pasokh is a standard corpus for evaluation and testing 

performance of Persian text summarization systems. 

Pasokh is a dataset including a variety of topics for Persian 

news documents. Also, this corpus consists of gold 

summaries in forms of single-document, multi-document, 

extractive, and abstractive that is generated by a human. 

Pasokh has 50 topics in the multi-document section and 

each topic incorporating 20 documents. In total, Pasokh 

has 1,000 documents in the multi-document section, which 

800 documents are used for training the proposed network 

and 200 documents for testing. 

For evaluating DeepSumm, feature vectors are 

extracted for 2,493 sentences of test data, and the network 

scored each sentence according to their feature vector. In 

the end, one summary is generated for each topic. We used 

an evaluation method that considerate the exact similarity 

of sentences between human-generated summary and the 

summary of DeepSumm. It means the number of sentences 

in the system summery that have exact resemble sentences 

in the human-generated summary is considered for 

evaluation. The evaluation metrics (precision, recall, and f-

score [25]) are calculated based on the exact similarity.  

To figure out the impact of different features, DeepSumm 

is investigated with different kinds of features. Five 

different cases are assumed by combining seven features 

that we discussed earlier, and the network is trained and 

tested using them. Table 1 shows a combination of these 

features to form five cases of the feature vector for training 

the deep neural network. 

 

Table 1 Five different cases according to the type and number of 

features. 

    Numbers 

Features    
3 4 5 6 7 

Title similarity * * * * * 

Sentence position * * * * * 

TF/IDF * * * * * 

POS  * * * * 

Stop words   * * * 

Sentence pronoun    * * 

Sentence length     * 

 

At first, we considered a set of three features which is 

contained tittle similarity, sentence position, and TF/IDF. 

The network was trained by this set of features as its input 

to score sentences. The performance of DeepSumm is 

evaluated on test data by considering the exact similarity 

of human-generated summary and DeepSumm output. 

Based on the exact similarity of sentences, the evaluation 

metrics (precision, recall, and F-Score) are measured. 

Afterwards, by adding POS tagging to the set of features, 
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the four feature case is created. Respectively five, six, and 

seven feature cases are created by adding stop words, 

sentence pronoun, and sentence length feature to the 

former sets of the features. For all of these cases, the 

evaluation phase is executed, and precision, recall, and F-

Score are measured. Figure 4 shows the results of the 

comparison of these five cases based on precision, recall, 

and f-score in sentence similarity evaluation. As it is 

shown in figure 4, by comparing recall, precision, and f-

score metrics which are obtained in evaluation phase in a 

different set of the features cases, the best result was 

achieved using four features, i.e., TF/IDF, title similarity, 

sentence position, and POS. 

 One of the reasons for this result could be the data 

sparseness issue. In fact, increasing or decreasing the 

number of features may not be expressive enough to 

generalize on test data. The other reason could be that the 

network configuration was not adaptable to modifying the 

number of input neurons. Considering the fact of data 

sparseness and network configuration and based on the 

results of the evaluations, according to the value of all 

three metrics (recall, precision, and f-score), DeepSumm 

outperforms the other cases when it applies four features 

cases. As a result, this set of features is chosen for the 

proposed system. All further evaluation results are based 

on these four features. 

 

 

Fig.4. The result of the evaluation DeepSumm with different kinds of 

features. 

According to our studies, there is not any accessible 

Persian multi-document summarization system for 

comparing the result of the proposed summarizer. One of 

the prerequisites for comparing two different summarizer 

systems is the unity of test data. Because of the 

inaccessibility of other Persian multi-document 

summarization systems, which could be evaluated by 

Pasokh, our evaluation in Persian is limited to comparing 

the result of the proposed system with the human-

generated summary that contained in the Pasokh corpus. 

Table 2 shows the precise numerical result of sentence 

similarity evaluation on the test data when four features 

case is used. 

Table 2．Sentence similarity evaluation result for Persian document 

from Pasokh corpus. 

System  Recall Precision F-Score 

DeepSumm 0.4667 0.3889 0.4243 

 

Whereas DeepSumm is a multi-document summarizer, 

thus it is possible to have some sentences in output which 

are semantically similar to some sentences of the human-

generated summary, but they did not use the same words. 

These sorts of sentences have not participated in sentence 

evaluation. According to table 2, it is comprehended that 

in sentence evaluation, the output of DeepSumm has about 

50 percent similarity to Pasokh human-generated 

summaries. 

 Also, the system is evaluated by average recall scores 

of the Rouge toolkit. The performance of the system, in 

comparison with human-generated summaries, was 

evaluated by ROUGE [26]. ROUGE stands for Recall-

Oriented Understudy for Gisting Evaluation. It contains a 

set of metrics for evaluating the automatic text 

summarization systems as well as machine translations. Its 

evaluation is based on comparing an automatically 

produced summary or translation against a set of reference 

summaries. ROUGE–N measures unigram, bigram, 

trigram, and higher-order n-gram overlap in system and 

reference summaries. DeepSumm is Evaluated based on 

ROUGE-1 (the overlap of unigrams between the system 

summary and reference summary) and ROUGE-2 (the 

overlap of bigrams between the system and reference 

summaries). The results are shown in Table 3. 

 According to table 2 and table 3 Considering the 

difficulty of the summarization task, especially in Persian 

documents because of the complexity of the Persian, the 

results of the evaluation are promising. It should be noted 

that, to the best of our knowledge, there is no study on 

Persian multi-document summarization task on Pasokh 

dataset. As a result, there do not exist any method which 

can be appropriately compared with our work. 

Table 3．The result of System evaluation for Persian by Rouge-1 and 

Rouge-2. 

System ROUGE-1 ROUGE-2 

DeepSumm 0.6850 0.5127 
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4-2 Experiments in English 

In English Documents, the performance of DeepSumm 

was evaluated on the DUC 2005 dataset, which is the 

standard dataset on English summarization task. Based on 

Rouge scores, the performance of DeepSumm is compared 

with some of the most significant multi-document 

summarizer systems such as QODE [13], Manifold-

Ranking [27], Ranking SVM [28], Regression Model [29], 

NIST baseline [30], MA-MultiSumm [31], MR&MR [32], 

and SRSum [33]. The results of the performance 

compression are demonstrated in table 4.  

Table 4．Comparison to other algorithms on DUC 2005. 

System ROUGE-1 ROUGE-2 

MA-MultiSumm 0.4001 0.0868 

SRSum 0.3983 0.0857 

MR&MR 0.3932 0.0834 

Manifold-ranking 0.3839 0.0676 

Proposed method 

(DeepSumm) 
0.3809 0.1053 

Regression Model 0.3770 0.0761 

QODE 0.3751 0.0775 

Ranking SVM  0.3702 0.0711 

NIST Baseline  0.0403 

 

QODE is a query oriented multi-document 

summarizer that works by deep learning methods. It aims 

to extract significant concepts of documents layer by layer. 

Its proposed deep architecture can be divided into three 

distinct stages, concept extraction, reconstruction 

validation, and summary generation. Manifold-Ranking 

uses graph-based algorithms to rank sentences. The 

sentence relationships are divided into two categories, 

within the document, and cross-document relationships. 

Each Type of sentence relationship is considered as a 

separate graph with specific characteristics. In the learning 

phase, an extension of the basic manifold-ranking 

algorithm is used. Ranking SVM is a method based on 

Support Vector Machine (SVM) classification method. It 

uses a supervised learning method for ranking sentences 

based on the SVM classifier. The Regression Model uses 

support vector regression (SVR) and some pre-defined 

features. It measures the importance of a sentence within a 

set of documents. By using different training data set, it is 

shown that the quality of the training data set has a 

significant roll in the learning process of the regression 

models. MA-MultiSumm is derived from CHC (Cross-

generational elitist selection, Heterogeneous 

recombination, Cataclysmic mutation) algorithm and local 

search. MR&MR is an unsupervised text summarization, 

which can be applied to both single-document and multi-

document summarization. This approach regards text 

summarization as a Boolean programming problem. For 

generating a summary, the optimization of text relevancy, 

redundancy, and the length of the summary are taken into 

account. SRSum is a deep neural network model that uses 

a multilayer perceptron for scoring the sentences. It works 

based on different kinds of sentence relations such as 

contextual sentence relation, title sentence relations, and 

query sentence relation. 

The results show that the proposed system 

outperforms other algorithms on ROUGE-2. That means 

the summaries generated by DeepSumm have more 

bigrams overlap with reference summaries than the other 

systems mentioned in table 4.  Based on Rouge-1, MA-

MultiSumm has the best score and DeepSumm dedicates 

the fifth-best result to itself. As mentioned earlier QODE 

and SRSum use deep learning methods for generating a 

summary. according to Rouge-1 values, DeepSumm 

outperforms QODE but SRSum has 0.0174 improvements 

than our proposed system.  In general, from the result of 

Rouge-2 in table 4, it can be concluded that DeepSumm 

achieves the best performance amongst the other 

representative algorithm. 

5 Conclusion 

6 In this paper, Deep Learning has been used to 

design and implement a multi-lingual multi-document 

extractive summarization system. DeepSumm is composed 

of two Phases, in the first phase, after preprocessing the 

texts, the deep network learns to rank sentences based on 

preset criteria and features and shows the importance of 

the sentence in the given document. In the second phase, 

according to the scores of sentences and compression rates, 

the system chooses the best sentences to form a summary. 

In the end, the result of DeepSumm has been evaluated 

under multiple scenarios. As our knowledge, DeepSumm 

is a first summarizer system based on deep learning for 

Persian, the result of experiment and compressions by 

Pasokh human-generated summary are magnificent.  Also, 

DeepSumm is evaluated by DUC 2005, and the result is 

compared to some representative systems. Evaluations 

show that, even in English, the performance of the system 
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is very encouraging, and the system experiment results are 

successful. Based on the result of the Rouge-2, it is 

concluded that DeepSumm achieves state-of-the-art 

performance. 

The main limitation of our study in Persian text 

summarization is the lack of any other accessible multi-

document summarization system to evaluate the results. 

Therefore, our evaluation in the Persian document is 

bounded by compression of the result of DeepSumm to the 

human-generated summary. It is clear that having another 

summarization system for the assessment would give us a 

better view of the performance of the proposed system. In 

future work, we intend to design another deep network that 

used some other deep learning algorithms to see the results 

in comparison to DeepSumm. 
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Abstract  
Detecting social groups is one of the most important and complex problems which has been concerned recently. This 

process and relation between members in the groups are necessary for human-like robots shortly. Moving in a group means 

to be a subsystem in the group. In other words, a group containing two or more persons can be considered to be in the same 

direction of movement with the same speed of movement. All datasets contain some information about trajectories and 

labels of the members. The aim is to detect social groups containing two or more persons or detecting the individual motion 

of a person. For detecting social groups in the proposed method, automatic fuzzy clustering with Particle Swarm 

Optimization (PSO) is used. The automatic fuzzy clustering with the PSO introduced in the proposed method does not need 

to know the number of groups. At first, the locations of all people in frequent frames are detected and the average of 

locations is given to automatic fuzzy clustering with the PSO. The proposed method provides reliable results in valid 

datasets. The proposed method is compared with a method that provides better results while needs training data for the 

training step,  but the proposed method does not require training at all. This characteristic of the proposed method increases 

the ability of its implementation for robots. The indexing results show that the proposed method can automatically find 

social groups without accessing the number of groups and requiring training data at all. 

 

 

Keywords: Author Guide; Article; Camera-Ready Format; Paper Specifications; Paper Submission. 

 

1- Introduction 

Over the time and the extending use of a camera to 

maintain security and detect social anomalies, the 

importance of the processing video data has increased. 

Detecting social groups is concerned by governments for 

detecting dangerous situations and analyzing people’s 

behavior [1]. Detection of theft and terrorist groups is of 

great importance. To identify groups with such aims, 

recognizing social groups is a prerequisite. In [2], social 

anomalies between two persons were analyzed. 

According to the recent research in [3], people are 

interested in moving in social groups of crowds and the 

behavior of pedestrians in social groups of the crowd has 

been studied. According to the approach in [4], people are 

interested in moving in groups. Moving in the group 

means to be a subsystem in the group, in other words, a 

group containing two or more persons can be considered in 

terms of the same direction of movement and speed of 

movement. According to the studies in [5], most social 

groups contain two persons and social groups including 

three and four persons are at top of the list in terms of 

people's willingness to appear in these groups and to move 

in crowds. According to the research in [6], a group is 

considered by the personal influence of someone or other 

people to move through crowds. The person who enters 

into a group is influenced by the group, and the speed and 

direction of that person are changed and grouped 

accordingly. Although many methods for the detection of 

social groups have been reported so far, all of them need 

training data. A method that does not need training data 

has not been reported yet. 

This paper is organized as follows: In Section 2, a 

literature review is explained. In Section 3, the physical 

distance feature and automatic fuzzy clustering with the 

PSO are introduced and the proposed method is detailed 

for identifying the social groups. In Section 4, 
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experimental results are demonstrated and in the final 

section, the conclusion is drawn. 

 

2-  Literature Review 
 

For detecting social groups several methods have been 

reported so far. Some of the methods used many features 

and machine learning. These methods require training their 

networks. Some of the methods used people's movement 

and these methods are divided into three categories. Some 

new methods have been used deep learning, deep neural 

network and Long Short Term Memory (LSTM) in recent 

years. 

In [7], the detection of social groups to help the robot's 

behavior in teamwork with humans has been reported, and 

an anticipation method by linear extrapolation of inter-

event intervals has been used. In [8], social groups have 

been detected by skeletal data from participants, and the 

event anticipation method has been used to move robots 

among human groups. The method reported in [9] detects 

conversation and social groups for the robot by using the 

direction of people and the lower-body orientation. In [10], 

body, head orientation and body orientation from a 

distance social scene are used to detect social groups. As 

an example, the output of this method is shown in Figure 

1. 
 

 
Fig. 1.  head orientation and body orientation used in [10]. 

 

In [11], social groups are detected by using physical 

distance, people's locations and head directions in definite 

spaces. In this method, fixed and unmoving groups are 

detected. Figure 2 shows the various models concerned by 

this method. 

 
Fig. 2.  Verity of direction in definite spaces [11]. 

 

Social group detection based on direction of people's 

movement is divided into three categories: group-based, 

individual-group joint and individual-based. The reported 

method in [12] applies the second-order derivative of the 

information matrix of people's movement path to detect 

social groups. 

Individual-group joint approaches use more important 

information compared to group-based approaches, for 

instance, group tracking [13]. In individual-based 

approaches, the groups are detected by using single 

people's trajectories. As an example, in [14], the head is 

more accurately detected using crowd density estimation. 

 

 
Fig. 3.  Effect of crowd density estimation in head detection in a crowded 

area. 

 

The reported method in [15] predicts two persons in 

one group using distance features, speed difference, and 

time overlap information with Support Vector Machines 

(SVM). 

In [16], probabilistic similarity methods of two-persons 

variations in successive frames and soft areas are used to 

identify social groups. 

An attractive method without training is introduced in 

[17], which uses group information in the previous frame. 

In this method, a potentially infinite mixture model of 

group probability with the mean value of distance in burst 

frames is examined. In this method, only the distance 

feature is used and, better results are achieved in the 

recognition of social groups by using more features. 

In [18], proximity and velocity characteristics are used 

to identify social groups. In this method, in crowded 

conditions, Markov model, proximity and velocity features 

are assisted, and in some situations which are not very 
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crowded, the pursuit of individuals in successive frames is 

determined to recognize the social groups. 

In Figure 4, the status of people is shown in sequential 

frames. 

 
Fig. 4. Tracking people in consecutive frames to identify social groups 

[18]. 

The reported method in [18] has detected social groups 

by using the features of distance and attention to people or 

the direction of the people in sequences of frames and 

game theory tools. 

In the method reported in [19], which is inspired by 

electric dipole shown in Figure 5, each person's eyesight is 

firstly examined, and if a relationship between the 

attention of the people's eyes is found, this group of people 

is placed in a social group. 

 

 
Fig. 5. Effect of investigating the relationship between 
visual attention in the detection of social groups [19]. 

 

In the reported method in [20], the relationship 

between people is identified by using graph-based 

clustering and further social group activity is detected by 

the SVM-based classification. 

In [21], the track of salient points and adaptive 

clustering are used, and hierarchical social groups are 

achieved. In the method reported in [22], by weighing two 

features including distance and speed correlation between 

two persons, social groups are detected, and the group’s 

behavior is analyzed. In [23], instead of using the 

similarity feature between two persons, the clustering of 

pedestrians into different groups is based on using the start 

and endpoint to identify social groups. In further analysis 

of square matrices, the size of the number of people in the 

video is constructed and the probability of being grouped 

is calculated between all of them. The probabilities are 

calculated based on Euclidean distance between two 

individuals. Hierarchical clustering is then used to identify 

social groups. In [24], conjoint individuals and group 

tracking have been reported. RGB histogram, region 

covariance, and Histogram Of Gradient (HOG) similarity 

are used to detect social groups. 

In [25], features of distance, motion causality, 

trajectory shape, and path convergence are used by 

optimized the SVM to detect social groups. The reported 

method in [26] has used deep learning algorithms, 

trajectory modeling approaches with LSTM, contextual 

information from the local neighborhood and Generative 

Adversarial Network (GAN) to detect social groups. 

 

3-  Proposed Method 

In the proposed method, automatic fuzzy clustering 

with the PSO has been used to cluster all people in the 

video. After automatic fuzzy clustering with the PSO, 

groups are detected. Post-processing is used to remove 

scattered groups. After the post-processing, final social 

groups are maintained. In each iteration, the automatic 

algorithm merges two similar clusters and the fuzzy PSO 

changes ‘w’ to approach a global solution. In the 

following, the proposed method is discussed in four main 

parts as shown in Figures 6 and 7. 

 

Algorithm:  
1: Input = people's  location in video 

2: k = number of people in video // only for the first iteration 

3:   for iteration < max iteration 

4:        clustering by PSO for k clusters  

5:       S // calculate scattering for all clusters (calculate using   

//equation (4)) 

6:      R // calculate similarity between two clusters (calculate 

//using equation (6)) 

7:           if (max (similarity < 2) and similarity>0.4) between 

two // clusters 

8:            make one cluster with them and k = k-1 

9:           end if 

10:      w // fuzzy operation identified weight for PSO 

11:   end for 

12: post-processing // delete this group (maximum distance 

//between group members from the center of the group >0.4) 

13: output = social groups detection  

Fig. 6. Algorithm: the proposed method. 
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Fig. 7. Flowchart of the proposed method. 

 

In the following, all parts of the flowchart depicted in 

Figure 7 are described. The physical distance feature is 

used for clustering by calculation of scattering and 

similarity.  

 

3-1- Physical Distance Feature 
 

One of the most important features in detecting social 

groups is physical distance between people in a scene. The 

proxemics theory is identified based on physical distance 

features [27]. This theory is shown in Table 1. 

 
Table 1. The proxemics Theory [27] 

description Boundaries(m) space 

Unmistakable involvement 0.0 – 0.5 Intimate 

Familiar interactions 0.5 – 1.2 Personal 

Formal relationships 1.2 – 3.7 Social 

Non-personal interactions 3.7 – 7.6 public 

The proxemics theory includes 4 classes to identify the 

relation between pairs and their physical distance. Each 

class is separated from another class by the boundaries 

shown in Table 1.                         

 

3-2- Random Algorithm 
 

In [28], a randomized algorithm, with the PSO has 

been reported based on collective intelligence. In this 

algorithm, random particles are firstly generated. Next, all 

the particles are applied to a fitness function and the best 

solution among all solutions,    
 , is the leader of all 

particles. For all particles, the best position of the particles 

is saved as the leader of the   
  particle. In Equation 1, 

  
  is the position of the i-th particle at the moment ‘t’, and 

  
    is the velocity of the particle [28].  

 

(1) 
  
        

        (  
    

 )   

       (  
    

 ) 
In this equation,   and    are random numbers between 

zero and one, and    and    are considered to be 2 for the 

PSO algorithm [28]. The speed of each particle is updated 

at each iteration. In Equation 1, ‘w’ is the setting 

parameter for exploiting or exploring the search space. If 

‘w’ is large, the speed will be higher and the search step 

will increase. This search for the problem space is called 

exploration. If w is small, the speed will reduce and the 

search step will be short. This type of searching is called 

exploitation. Next, according to Equation 2, the positions 

of all particles are updated [28]. 

 

(2)   
      

    
    

 

In Equation 3, ‘t’ is the current repetition and ‘maxt’ is 

the maximum iteration to get the best solution in the 

search space [28]. 

 

(3) 
   

      

    
     

 

3-3- Clustering 
 

For a more precise clustering, the Davis-Bouldin (DB) 

index is used [29]. 

 

3-3-1- Davis-Bouldin Index 

 

Different measures are used for clustering. One of the 

most important measures is the Davis-Bouldin index [30, 

31]. For a more precise clustering, the distance between 

cluster members and the center of their clusters should be 

minimized, and the cluster members' distance between the 

other clusters should be maximized. In the following, the 

formulation of this concept is discussed. Scattering of a 

cluster,   , is given by [30]: 

   (
 

 
∑|     |

 

  

   

)
 
  (4) 

         is the cluster center and ‘T’ is the number of 

members located in the i-th cluster. If p is equal to 2, then 

Euclidean distance is calculated between the cluster 

members and the cluster centers. 

The disparity between the two clusters is defined as 

follows [30]: 

k = number of people in the video 

Clustering by PSO for k clusters 

Calculate scattering for all clusters 

Calculate similarity between two clusters 

If (max (similarity < 2) and similarity>0.4) 

between two clusters, then make one cluster 

with them and k = k-1 

Iteration < max 

iteration 

Iteration = 

max iteration 

Fuzzy output 

for w 

Post- 

processing 

Output = Social groups detection  

Input = people’s locations 
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)

 
 

 (5) 

Where k is the dimension for the center in the cluster. 

For both equations, p is considered to be 2. 

The concept of similarity between two clusters is 

defined as [30]: 

    
     

   
 (6) 

The similarity between the two clusters,    , has the 

following properties: 

      

        

If    and    both are zero, then     will be zero. 

If        and        then    >    

If        and        then    >    

The DB index is now defined as [29]: 

   
 

 
∑  

 

   

           
   

    (7) 

where N is the number of clusters. By considering the 

maximization of the similarity between two clusters, since 

the distance between the two centers is in the denominator 

of the similarity between two clusters,    , it is needed that 

the distance between the two centers of similar clusters to 

be minimized. This means that two similar groups are 

considered in the same group. Of course, by maximizing 

the similarity between two clusters, the, DB index will also 

be larger. As a result, with a larger DB index, the 

clustering can detect better clusters. 

 

3-3-2 Automatic Clustering 

 

Automatic clustering means that the number of clusters 

is unknown, as an unsupervised, and the algorithm must 

recognize the number of clusters and perform clustering 

[33, 34]. For this aim, in the process of finding the 

similarity between two clusters, the groups with the 

similarity between two clusters under the threshold of 0.4 

are removed. Also, if the sum of the similarities between 

the two clusters is less than 2, then two groups with the 

highest similarity between two clusters are merged. This 

means that the number of groups is reduced and, of course, 

the condition of being less than 2 is to reduce the number 

of clusters at first when the number of groups is large. 

Then reducing the number of clusters will be stopped 

when approaching the correct numbers of the clusters. 
 

3-3-3- Automatic Clustering with PSO 

 

For all clusters, PSO randomly specifies cluster 

centers. In the following, with automatic clustering, the 

number of clusters is reduced, but ‘w’ and the particle size 

are not reduced. This means that in each iteration all 

centers are updated by the PSO, but the cluster centers that 

satisfy the automatic clustering conditions will be entered 

into the next processing stage. In the initial 

implementation, in the proposed method, the number of 

clusters per video is equal to the number of people existing 

in the same video. In the following, the cluster centers of 

each video are randomly identified by the PSO. 

 

3-3-4- Automatic Fuzzy Clustering with PSO 

 

PSO is a relatively recent heuristic search method 

which is based on the idea of collaborative behavior and 

swarming in biological populations. The PSO senses 

population-based search approaches and depending on 

information sharing among their population members 

enhances their search processes using a combination of 

deterministic and probabilistic rules. The weakness of the 

PSO is detecting local solutions and not approaching a 

global solution when it solves with fuzzy PSO. 

In the PSO algorithm, the weight ‘w’ decreases when 

iteration increases and reaches to its minimum in final 

iterations. Decreasing ‘w’ means that the search is around 

the previous solution ‘s’. This also means that the PSO 

finds the approximate location of the solution s and 

decreases ‘w’ to find the exact location around the current 

location. However, the problem is that it may not be close 

to the proper solution. To solve this problem, fuzzy 

controllers are used. It is even possible to use fuzzy 

controllers for an individual and group leader's impact 

factor in the PSO algorithm. In the proposed method, 

fuzzy control is used only for ‘w’. In each execution, the 

best scattering solution of a cluster    is examined. If the 

best dispersion solution among all clusters is very low, ‘w’ 

is considered small, which means we are close to the 

global solution, and we need to perform a thorough review 

around it. Now, if the best solution among all clusters is a 

large number, then we have a far-reaching global solution, 

and we need to search the global solution with a large ‘w’ 

within the entire search space. 

 
3-4- Post-processing 

 

The output includes clustering with clusters far from 

the center of the cluster and also a short distance from the 

center of the cluster, but long-distance clusters are not 

suitable for the detection of social groups. As a result, a 

threshold for maximum distance between group members 

from the center of the group is considered and the 

threshold in the proposed method is 0.4. The first video 

among twenty videos in student03 database contains 1475 
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frames. These frames are converted into 25 episodes and 

the average position of the people is recorded. Due to the 

difference in the number of frames and therefore the 

average positions of the people (for example in the 

twentieth video, there are five average positions of the 

people) in the proposed method we have converted all 

videos into five average positions of individuals in equal 

intervals. In each of the five average positions of the 

individuals per video, 400 replications are performed by 

the PSO for automatic fuzzy clustering. 

Among all parts of each video the positions of all 

people are averaged as shown in Figure 8. This means that 

the positions of all people in groups that move from one 

part of an image to another part are placed near them. 

 

  

 
Fig. 8. Few frames from the first set of the first video 

 

As shown in Figure 9, the convergence is achieved by 

the PSO after 400 iterations for one part of the five 

episodes of a video. After convergence, the post-

processing is started. As shown in Figure 10, the post-

processing neglects the groups with high dispersion. In 

Figure 10, circles are drowned in the center of the groups. 

 

 

Fig. 9. Automatic fuzzy clustering convergence by the PSO for 400 

iterations for one part of the five episodes of a video. 

 
a 

 
b 

Fig. 10. (a) Automatic fuzzy clustering output by the PSO, (b) Automatic 

fuzzy clustering by PSO after post-processing and removal of high-
dispersion clusters. 

 

4-  Experimental Results 
 

4-1- Datasets 
 

To evaluate the performance of the proposed method, 

ETH and Hotel [33] ,Student003 [25], GVEII [26, 35] and 

MPT-20x100 [25] datasets have been used. These datasets 

include the trajectory of people and the number of people. 

As an example in Figure 11, the trajectory and the number 

of people are shown in a sequence of frames. 
 

 
Fig. 11. The trajectory of people's movement and the number of people in 

the sequence of frames. 
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In Table 2, five datasets are compared. The parameters 

v, p, g, d1, and d2 represent the number of videos, the 

number of people, the number of groups, the minimum 

distance in the group (m), and the maximum distance in 

the group (m), respectively. 
Table 2. Comparing four datasets. 

d2 d1 g p v  
2.79 0.99 18 117 1 ETH 

2.00 0.75 11 107 1 Hotel 

0.71 0.41 108 406 20 Student003 

1.66 

1.45 

0.77 

0.63 

207 

10 

630 

82 

30 

20 

GVEII 

MPT-

20x100 

 

4-2- Evaluation Measures 
 

The precision and recall parameters are used to 

compare the results. The precision is the ratio of the 

number of groups that are correctly identified to the 

number of all identified groups; the recall is the ratio of the 

number of groups that are correctly identified to the 

number of real groups of the database. The standard F-

score, F1, is defined as follow [33]: 

 

 

   
                  

                  
 (8) 

 

4-3- Indexing Results 
 

Since ETH, Hotel, student003, GVEII  and MPT-

20x100 datasets have different properties, they are used to 

evaluate real scenarios. In this section, we present the 

obtained results of the proposed method and compare it 

with other methods. The precision and recall parameters 

are used to compare the proposed method with social 

constrained structural learning (SCSL) for group detection 

in the crowd [25], vision-based analysis of small groups 

(VASG) in pedestrian crowds [18], who are you with and 

where are you going? (WWG) [15], online Bayesian non-

parametric (OBNP) for group detection [17], scene-

independent group profiling in the crowd (SIGP) [12], 

conjoint individual and group tracking (CIGT) [24] and 

Generative Adversarial Networks for Trajectory Prediction 

and Group Detection in Crowds (GD-GAN) [26]. 
Table 3. The obtained results in ETH and Hotel datasets. 

Hotel ETH  
recall precision recall precision  
91.81 

±0.26 
89.23 

±0.67 
86.79 

±0.42 

90.56 

±0.34 

proposed 

method 

- - 56.16 96.24 CIGT [24] 

91.32 89.12 83.43 91.14 SCSL [25] 

89.35 88.93 80.78 80.72 VASG [18] 

51.27 84.06 76.42 60.64 WWG [15] 

73.25 88.12 80.76 79.12 OBNP [17] 

64.11 67.38 68.26 69.33 SIGP [12] 

 

The precision and recall are calculated and presented in 

Table 3 for the ETH and the Hotel datasets. Each measure 

is reported in terms of mean and standard deviation over 5 

runs to account for the stochastic nature of the clustering 

of our algorithm. Although the proposed method is not 

needed to be trained, the recall of the proposed method in 

the ETH dataset is 86.79 and the recall of the proposed 

method in the Hotel dataset is 91.81, which is the best 

between all methods. The recall of the SCSL method in the 

ETH dataset is 83.43 and the recall of SCSL in the Hotel 

dataset is 91.32. The precision of the CIGT and the SCSL 

methods in the ETH dataset are 96.24 and 91.14, 

respectively, where the precision of the proposed method 

is 90.56. 

The precision of the proposed method in the Hotel 

dataset is 89.23, which is the best performance among 

other methods. The precision of the SCSL method in the 

Hotel dataset is 89.12. 

To find the precision and recall for all 20 videos, 20 

videos of the Student003 dataset and 30 videos of the 

GVEII dataset are calculated separately in five sections, 

and the averages of these five measures are compared. 

Tables 4 and 5 present the average of all sections for the 

student003 and the GVEII datasets, respectively. Each 

measure is reported in terms of mean and standard 

deviation over 5 runs to account for the stochastic nature 

of the clustering of the proposed algorithm for the 

student003 and the GVEII datasets. 

 
Table 4. Obtained precision and recall for the student003 dataset 

recall Precision  

91.81 

±0.21 

80.78 

±0.36 

 proposed method 

82.51 81.72 SCSL 

63.47 82.14 GD-GAN 

73.69 77.28 VASG 

76.02 56.76 WWG 

78.76 71.12 OBNP 

48.63 40.48 SIGP 

 

The results of the same experiment for student003 

dataset are summarized in Table 4. The recall of the 

proposed method in the student003 dataset is 91.81, which 

has the best performance. The results of the same 

experiment for the GVEII dataset are summarized in Table 

5. The recall of the proposed method in GVEII dataset is 

96.31, which has the best performance. 
Table 5. Obtained precision and recall for the GVEII database 

recall  precision  

96.31 

±0.14 

 85.53 

±0.24 

proposed 

method 

84.11  84.12 SCSL 

79.54  83.16 GD-GAN 

79.45  80.14 VASG 

75.51  57.84 WWG 

76.65  70.15 OBNP 
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49.92  44.85 SIGP 

 

As shown in Tables 4 and 5, the recall of the proposed 

method in the student003 and the GVEII datasets is the 

best among all methods. Note that the proposed method is 

not needed to be trained. 

Some of the videos in the MPT-20x100 database are 

selected and F-score is calculated for the proposed method. 

Table 6 presents the F-score of the proposed method in 

each video, and compare it with the SCSL and the VASL 

methods. The results of the same experiment for the MPT-

20x100 dataset are summarized in Table 6. As shown in 

Table 6, F-scores of the proposed method are 79.38, 97.86, 

98.47, and 96.19 for the airport1, chinacross4, grand1, and 

thu10 videos, respectively; these are the highest scores 

compared to other methods. 

 
Table 6 Results of comparison in MPT-20x100 database 

F-score airport1 
china 

grand1 thu10 
cross4 

proposed 

method 
79.38 97.86 98.47 96.19 

SCSL 78 96 97 90 

VASG 58 92 83 82 

 

Effect of the threshold in the post-processing is 

examined, and the precision and recall are determined with 

the threshold of 0.3, 0.4 and 0.5 for the student003 and the 

GEVII datasets. The obtained results are presented in 

Tables 8 and 9. Note that in all previous Tables the 

threshold is 0.4. 

 
Table 8. Precision and recall for different thresholds in student003 

dataset. 

Threshold=0.3 Threshold=0.4 Threshold=0.5 

precision recall precision recall precision recall 

64.25 92.35 64.38 91.81 62.43 90.13 

 
Table 9. Comparison of thresholds in the GEVII dataset  

Threshold=0.3 Threshold=0.4 Threshold=0.5 

precision recall precision recall precision recall 

85.32 97.11 84.48 96.31 80.97 92.69 

As observed, the best performance is provided by a 

threshold of 0.3. This means that removing larger groups 

results in better precision and recall. 
As an example, Figures 12 and 13 show detecting 

social groups by the proposed method. 

 

5-  Conclusion 
 

Detecting social groups is one of the most important 

problems that has been concerned recently to analysis 

interpersonal relations in groups. In this study, an 

automatic fuzzy clustering with the PSO was used, and 

acceptable results were achieved. 

It is a matter of great importance, without supervision 

and training, of the automatic fuzzy clustering with the 

PSO. This method does not require to be trained and is 

easier to be calculated and implemented for human robots 

compared to the methods in which the parts of the search 

space are considered as the training data. The skipping of 

two persons’ movement in opposite directions causes a 

mistake in identifying the group. It is even possible that 

two persons who are in the same group will not be together 

from the beginning and continue on the same path for 

sometimes, in this case it would be a mistake to 

distinguish the two persons from the proposed method at 

the beginning of the route. 

 

 
a 

 
b 

Fig. 12. (a) Input video, (b) video after detecting social groups with the 
proposed method. 

 

 

a 
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b 

Fig. 13. (a) Input video, (b) video after detecting social group with the 

proposed method. 
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Abstract  
Facial images are the most popular biometrics in automated identification systems. Different methods have been introduced 

to evaluate the quality of these images. FICV is a common benchmark to evaluate facial images quality using ISO / ICAO 

compliancy assessment algorithms. In this work, a new model has been introduced based on brain functionality for Facial 

Image Quality Assessment, using Face Image ISO Compliance Verification (FICV) benchmark. We have used the 

Hierarchical Max-pooling (HMAX) model for brain functionality simulation and evaluated its performance. Based on the 

accuracy of compliancy verification, Equal Error Rate of ICAO requirements, has been classified and from those with 

higher error rate in the past researches, nine ICAO requirements have been used to assess the compliancy of the face images 

quality to the standard. To evaluate the quality of facial images, first, image patches were generated for key and non-key 

face components by using Viola-Jones algorithm. For simulating the brain function, HMAX method has been applied to 

these patches. In the HMAX model, a multi-resolution spatial pooling has been used, which encodes local and public spatial 

information for generating image discriminative signatures. In the proposed model, the way of storing and fetching 

information is similar to the function of the brain. For training and testing the model, AR and PUT databases were used. 

The results has been evaluated by FICV assessment factors, showing lower Equal Error Rate and rejection rate, compared 

to the existing methods. 

 

Keywords:  Facial Images Quality; ISO/IEC19794 Standard; ICAO; FICV; HMAX Model 

 

1- Introduction 

Facial recognition quality assessment is one of the most 

important factors in the automatic face recognition 

accuracy. Face recognition has been announced by the 

International Civil Aviation Organization (ICAO), as a 

biometric feature of machine-verified. The International 

Institute for Standardization (ISO) has proposed ISO / 

IEC19794-5, which includes face image information 

requirements, environmental conditions and shooting 

features [1]. Since there are many testing requirements, it 

is difficult to determine the compliancy of a face image 

with ISO / ICAO standards. Fully automating of a face 

image compliancy detection with ISO / ICAO standards 

has many benefits such as no need to human experts and 

accelerating the document production process. Researches 

about the quality assessment of commercial systems have 

shown that their performance needs to be improve for 

standard compliancy verifying and has not still reached the 

human accuracy level [2], [3]. Therefore, automated facial 

images quality assessment, is one of the most challenging 

issues in automated document production process. To 

evaluate the quality of produced algorithms, and 

comparing their performance, the FICV’s Biolab 

benchmark is provided by the University of Bologna 

Biometrics Research Group. The Face Image ISO 

Compliance Verification (FICV) test, which includes 

assessing the requirements introduced in the face 

recognition standard, performs face evaluation and 

recognition. This benchmark includes a ground truth 

database, a well-defined testing protocol, and baseline 

algorithms for all ISO / ICAO requirements. 

Some of the 24 requirements (looking away, unnatural 

skin tone, hair across eyes, head rotation (roll/pitch/yaw 

https://webmail.itrc.ac.ir/src/compose.php?send_to=moin%40itrc.ac.ir
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Greater than 8◦), red eyes, shadow across face, frame too 

heavy, frame across eyes and mouth open) were used as 

quantitative variables of the problem. The compliancy of 

each of these requirements in the image is returned with a 

1, 0, 1 score by the proposed model which shows three 

logically compliance, noncompliance, and dummy modes 

[4]. 

The Hierarchical Maximum (HMAX) pooling model is 

used to encode the properties of the noticeable face 

components. HMAX acts like a MAX operator and 

extracts location and scale-independent features for 

detection. This model expresses a hierarchy of brain 

regions through which object recognition is performed in 

the cerebral cortex. The purpose of this model is the 

cognitive phenomena describing in terms of simple and 

complex computational processes in an acceptable 

physiological model. To perform computational processes, 

two layers are embedded in this model: 

• Simple "S" layers are derived from local filters 

convolution to compute higher order features from the 

different types of units in the previous layer. 

• Complex "C" layers are stabilized by fetching units and 

the number of units is reduced by sub-sampling and all 

position and scale information are deleted simultaneously. 

Object detection in the cerebral cortex extends through the 

feedforward ventral visual pathway. It travels through the 

primary visual cortex (V1) and reaches the InferoTemporal 

cortex (IT) by passing other visual areas V2 and V4. 

Different layers of HMAX model used for feedforward 

brain ventral visual pathway simulation in this research, 

are shown in Table 2 (which are driven from [5]). 

 
Table 2: different HMAX layers for brain Visual pathway simulating 

(driven from [5]) 

Ventral Visual Pathway 

of the Cerebral Cortex 

Layers of the 

HMAX model 

V1 (The primary Visual Cortex) S1 (The first Simple layer) 

V2 (The second Visual cortex)  C1 (The first Complicated layer) 

V4 (The fourth Visual cortex)  S2 (The Second Simple layer) 

IT (The InferoTemporal cortex)  C2 ((The Second Complicated 

layer) 

 

In this work, we have proposed, for the first time, a new 

integrated system for ISO/ICAO face image compliancy, 

which is based on HMAX method, inspired from the 

human brain functionality. The main contribution of our 

work is using an integrated method for different 

requirement compliancy assessment, compared to the 

existing methods, which use their specific features for each 

requirement compliancy assessment, separately. We have 

also approved the superiority of our approach over the 

existing methods, using the experimental results.   

2- Related Works 

Many researches have performed on facial images quality 

assessment based on ISO / ICAO standard requirements 

[6-12]. From the results of these studies, it can be 

concluded that this area of research still needs further 

development. 

The Hierarchical Max-pooling model (HMAX) is a 

feedforward model mimicking the structures and functions 

of V1 to posterior inferotemporal (PIT) layer of the 

primate visual cortex, which could generate a series of 

position and scale- invariant features. 

In [13] to mimic the attention modulation mechanism of 

V1 layer, a bottom-up saliency map is computed in S1 

layer of the HMAX model, which can support the initial 

feature extraction for memory processing. Also to mimic 

the short-term memory to long-term memory conversion 

abilities of V2 and IT, an unsupervised iterative clustering 

method is used for clusters learning with multiscale middle 

level patches. Simulation results show that the enhanced 

model with a smaller memory size, exhibits higher 

accuracy than the original HMAX model and other 

unsupervised feature learning methods in multiclass 

categorization task. 

An object recognition model by extracting features 

temporally and utilizing an accumulation to bound 

decision-making model is introduced in [14].  This model 

accounted recognition time and accuracy. In face 

recognition, for temporally extracting informative features, 

a hierarchical spiking neural network, called spiking 

HMAX is modified. In the decision making part of the 

model, the extracted information accumulates over time 

using accumulator units.  The input category is determined 

if any of the accumulators reaches a threshold, called 

decision bound. Testing Results showed that the model 

follows human accuracy in a psychophysics task better 

than the classic spiking HMAX model. 

For Image classification, a method based on ontology and 

HMAX features performed by integrating clusters [15]. 

This method relied on training visual-feature classifiers 

according to the taxonomic relationships between image 

categories. Using the HMAX model, the visual features 

and the concepts were extracted from the image categories. 

The taxonomic relationship between visual features and 

concepts were created to make an ontology that represents 

the semantic information associated with the training 

images. Using ontology-based HMAX and Bag-of-Visual-

Words (BoVW) models, superior performance achieved 

over baseline methods. To evaluate this method, the 

Inception-v3 deep learning network was used, and the 

classification results performed better in some image 

classes than Inception-v3. 

Bottom-up attention is crucial to primary vision and helps 

reducing computational complexity. In [16], a bottom-up 

attention model was presented based on the C1 features of 
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HMAX model. Attention modeling in layer C1 of the 

HMAX model showed better results than Graph-Based 

Visual Saliency (GBVS). 

In [17], a face recognition model was presented that used 

the visual attention model using skin color features to find 

saliency maps of the face candidate areas and the C2 

texture features in the visual cortex of the HMAX model 

for face recognition. After finding candidate face areas, C2 

texture features were extracted for face or non-face areas 

classification using a support vector machine classifier. 

Experimental results on the Caltech Face Database with 

background, showed that the proposed model was reliable 

against variations in face brightness, expression and 

cluttered backgrounds. 

In [18] Binary HMAX model (B-HMAX) was introduced. 

In the C1 layer of this model, using image patches selection 

instead of random usage in the standard model at the 

training phase increased the accuracy and decreased the 

calculating costs. Also using Hamming distance instead of 

Euclidean distance for calculating the distance between 

patches, increased the speed. 

In [19], the original HMAX model [5] was used and the 

end-of-network filters, which integrated local filters, were 

modified for producing complex filters to cover larger and 

more complex areas of the image. To better discriminate 

the image content, they trained the coefficients of each 

filter in the last layer. This increased the discrimination 

and also the invariance.  

A flexible multilayer radial method for the outputs' 

pooling of the filters in the image was presented. Neurons 

in the inferior temporal visual cortex (IT) are known for 

regions by varying sizes accepting [20]. This is called 

local areas of various sizes pooling in the visual field, 

causing slight variability with respect to spatial location. 

The multi-resolution pooling introduced in the study was 

equivalent to applying a specific filter in a spatial 

neighborhood with different radial pooling that caused 

different levels of invariance. The optimal level of 

invariance with a single classifier was obtained by training 

at higher levels of the network [21]. The classification in 

this research showed better results than previous 

architectures. Since this method achieved very good 

results with increasing discrimination and invariance, it 

has been used in the present study. 

As it is mentioned above, there are many researches that 

payed attention to the face recognition subject using 

HMAX model. However, none of them has worked on 

facial image quality assessment by this model. Thus, in 

this study, we evaluated the suitability and effectiveness of 

using HMAX model for the facial image quality 

assessment. 

In the following sections, first, ICAO requirements 

selection process has been descried and after creating key 

and non-key patches from face components by Viola-Jones 

algorithm, HMAX model is introduced and employed in 

FICV process. The results of executing the proposed 

model on AR and PUT databases have been evaluated 

using standard Facial image quality verification factors. 

3- Requirements Selection 

Considering the scope and content of the assessment 

factors operations; which are introduced in ISO / 

IEC19794-5, first, some requirements from 24 FICV 

requirements should be selected. According to Ferrara et 

al. [9], the error rate obtained for each requirement has 

been divided into three categories. Table 1 can be used for 

identifying the need for further research on requirements 

and selecting new research areas for the requirements 

assessment results improvement. 

Table 1: Biolab's ICAO Requirements’ classification based on their 

Accuracy Rates (Driven from [9]) 

Name of Requirement Accuracy 

Rate 

ICAO 

Requirements 

Difficulty 

Diagnosing 

ICAO08(pixelation),ICAO10 

(Eye Closed),ICAO13(Flash 

Reflection on Skin), ICAO15 

(shadow behind Head), 

ICAO17(Dark Tinted lenses) , 

ICAO18( Flash Reflection on 

Lenses), ICAO22(Veil over 

Face) 

EER < 

3% 

 

 

Easy 

Diagnosing 

Requirements 

ICAO02(Blurred) , ICAO04 (Ink 

Marked/Creased), ICAO05 

(Unnatural Skin Tone), ICAO06 

(Too Dark/Light), ICAO11 

(Varied Background) , ICAO14( 

Red Eyes) , ICAO19 (Frames 

too Heavy) , ICAO20( Frame 

Covering Eyes) , ICAO23( 

Mouth Open) 

  
    
    

 

Middle rate 

Diagnosing 

Requirements 

ICAO01(Eye Location), 

ICAO03 (Looking Away) , 

ICAO07(Washed Out) , 

ICAO09(Hair Across Eyes) , 

ICAO12 (roll/pitch/yaw Greater 

than 8◦),ICAO16 (Shadow 

Across Face), ICAO21 

(Hat/CAP), ICAO24 (Presence 

of other Faces or Toys too Close 

to Face) 

                 

EER > 

7% 

 

 

Hard 

Diagnosing 

Requirements 

 

Requirements selection in this study, are based on the 

results of Table 1. Requirements with less than 3% error 

rates, which are not challenging, are ignored. Image and 

background features have also been excluded, and we have 

focused on nine following facial requirements: 

Look Away (ICAO03), Unnatural Skin Tone (ICAO05), 

Hair Across Eyes (ICAO09), Head Rotation 



 

Nourbakhsh, Moin & Sharifi Facial Images Quality Assessment based on ISO/ICAO Standard.… 

 

 

228 

(roll/pitch/yaw Greater than  8◦) (ICAO12),Red Eyes 

(ICAO14), Shadow Across Face (ICAO16), Frame Too 

Heavy (ICAO19), Frame Across Eyes (ICAO20), Mouth  

Open(ICAO23). 

4- Proposed HMAX model for Face Image 

Quality Assessment 

The proposed model for face image quality assessment 

using the HMAX method is shown in Figure 1. In the 

following, its different parts has been described: 

 

Fig. 1 Proposed method for Facial Image Quality Assessment using 
HMAX Model 

4-1- Pre-Processing 

In this section, basic image processing is performed to 

produce a suitable image. First the image is examined for 

possibility of being tokenizable (without padding). So the 

database images should be corrected as follows: 

 Distance between eyes (EDist) be at least 60 pixels. 

 Rectangular area be  W * H (with W = 4. EDist and H = 

W.4 / 3) size. Eyes aligned horizontally, centered at 

CE = (W.1 / 2, W.3 / 5) which is generally enclosed in 

the original image (Figure 2). 

Basic tasks of this part are face detection (ROI), face 

alignment and normalization (which can be used for 

reducing illumination effects). 

4-2- Face Structural Processing 

In this part, face semantic patches of the key and non-key 

components are obtained using elemental images based on 

a component-based approach.  

Based on biological evidences, the diagnosing operation is 

performed in two operation of location estimation and 

semantic division. In the estimation section, the center of 

four face key components locations (left eye, right eye, 

nose, and mouth) are estimated. To implement this section, 

a hybrid method using Viola-Jones and skin color pixel 

detection is used; that causes more accurate detection of 

the facial components location and increases detection 

speed [22]. Different semantic patches are formed by 

segmentation based on the location estimation results and 

by component-based method. In this way, the primary 

image is divided into 8 patches, 4 of which consist of key 

components of the face (left eye, right eye, nose, and 

mouth) and 4 patches containing non-key facial 

components (left cheek, right cheek, forehead and chin). 

For being almost every patch component-based, the size of 

divisions must be specific to each individual. Hence, the 

size of each patch is obtained based on a constant rate of 

the distance between the two eyes centers. 

 

Fig. 2 Geometric properties of the obtained image format [1] 

 

4-2-1- Producing Facial Patches using Viola-Jones 

algorithm 

Michael Jones and Paul Viola [23] developed the famous 

Viola-Jones Algorithm for face detection in 2003. In this 

algorithm, learning is performed by measuring the 

similarity of two sample images. A set of computationally 

efficient rectangular features (Haar features), are described 

and operate on a pair of input images. The features 

compare inside the input images areas in different 
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locations, scales and directions. To quickly evaluating 

these features from integral images and performing the 

training of facial similarity by features, the Adaboost 

algorithm is used. Finally, a hierarchical classifier is 

considered for rejecting windows that have not been 

recognized as a face. As this method is very accurate but 

time consuming, a very fast detection algorithm based on 

skin tone pixel detection has been merged to it in [22]. In 

the case of eyes and mouth detection, physical location 

approximation is made in detected face to locate the eyes 

and mouth. This method increased the accuracy of system 

and decreased its consumed time. 

Since the introducing of the Viola-Jones algorithm, many 

researchers have used this method in their researches, 

which [24], [25] and [26] are amongst them. 

4-2-2- Feature Selection 

Selecting Features for Multiclass Classification is an 

essential step in pattern recognition and machine learning 

applications. Specially, a big challenge is an optimal 

subset selecting from high-dimensional data, which has 

much more variables than observed and contains noise or 

outliers. We used the feature selection method presented in 

[27]. In that research, a feature selector named Fisher-

Markov is presented to identify the features; which are 

more important in describing the essential differences 

around possible groups. 

 It is a systematic method of factors optimizing for the best 

feature subset selecting, to identify factors for sparsity and 

separability in the high dimensional scenarios. Since the 

introduced method is linear in number of features and 

quadratic in number of observations, it operates very 

quickly. In pattern recognition and model selection view, 

in the proposed model, it is easily possible to select the 

most discriminable subset of variables by solving an 

objective function without constraint. 

In supervised classification, with the training data 

               
   , where       are the p dimensional 

feature vectors and              are classes’ tags, the 

most important features should be selected for the most 

separable representation of the multi-class classification 

with m Ci class, where i = 1,2, ..., m. Each Ci class has ni 

observation. With a new test observation, the selected 

features are used for predicting an unknown class tag for 

each observation. In order to global optimization and 

effective feature selection by Fisher-Markov method, in 

the feature subset, for large p, some specific kernels 

including polynomial kernels k have been considered [28] 

[29]. 

                        (1) 

where d is the parameter degree, alternatively: 

 

                       (2) 

 

4-3-  Face Image Assessment Confirmation 

Module (FICV Attribute Detection) 

  Inspired by biological evidences, facial image 

compliancy verification of the proposed model, for 

simulating memory structure such as brain functionality, 

includes code generation, storage, retrieval and final 

decision. The inputs of this section are the face key and 

non-key components patches (and thus it is a component-

based model) and the output of this section is the result of 

ICAO requirements recognition. 

 

4-3-1- HMAX Model 

 

 As illustrated in [5] and shown in Figure 3, a general 

HMAX model is designed of frequency of pooling and 

convolution layers. Each convolutional layer has a series 

of feature maps and each pooling phase produces changing 

resistance against these feature maps. In the following, 

different layers of HMAX model are described. S1, C1, S2 

and C2 layers of HMAX model are named L1, L2, L3 and 

L4, respectively.  

 First layer 

Each feature map L1б ,ϴ  is produced by the input image 

convolution against a set of Gabor filters  gб ,ϴ  (Eq. 3) , 

with orientation ϴ and scale б. These filters are used to 

simple cell activation in the V1 region of the visual cortex 

modeling [5]. 
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Fig. 3 A general convolution network: this network alternates feature mapping layers (convolution) and feature pooling layers alternately. The convolution 

layers produce information of a particular feature, and the pooling layers create invariance by relaxing the configuration of these features [5]. 

 

             (
  
     

 

   )      
  

 
      (3) 

 

where                  and            
       . Parameter   shows the aspect ratio of the filter 

and   is its wavelength. 

 
With image I, the first layer in orientation ϴ and the 

scale б, can be expressed as an absolute value 

convolution product, as follows: 

       |       |                (4) 

 

 Second layer 

Each feature map of L2б ,ϴ is a dimension reduction of     

L1б,ϴ, that is obtained by the maximum number of local 

neighborhoods selecting. Maximum pooling impact on 

local neighborhoods is the invariance of local 

conversions and global transformations [30]. 

The second layer divides each L1б ,ϴ map into small 

neighborhoods ui,j and finds the maximum value inside 

each ui,j  such that: 

                         
        (5) 

 

By keeping only the maximum output at two scales 

adjacent to each point (i, j), scale invariance can be 

achieved to some extent. 

 Third layer 

The L3 layer at the б scale is obtained by the α
m  

 filters 

convolution against the L2б ,ϴ layer, which are called HL 

filters. 

   
                             (6) 

 

HL filters are visual descriptors of mid-level regions in 

the image that combine low-level Gabor filters with 

multiple orientation in one scale. 

 

 Fourth layer 

To achieve general invariance, the final step (last 

signature) is calculated by the maximum L3б
m
 output 

selecting in all location conditions and scales. Thus the 

last layer is a vector of M ~ 1000 dimension, which 

determines each coefficient of each HL filter maximum 

output on the scale б and location (x, y). 

   [

             
      

 
             

      
]    (7) 

 
 
Fig. 4 Third level of HMAX: in training Phase,         HL filters is 
defined by L2 coefficients of sampling blocks. Layer activation in each 

image is obtained by convolving each HL filter on all positions of each 

    scale map [5].    
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HMAX model has been used in several researches 

including [19], [20], [24] and [25]. HMAX method in the 

model proposed in this work is based on [19], where the 

first level local filters are merged with more sophisticated 

filters at the previous level, producing a flexible 

descriptor of the object regions and combining local 

information across multiple scales and orientation. These 

filters are invariant and discriminative, making them more 

suitable for visual classification. It also introduces a 

multi-resolution spatial pooling that encodes local and 

public spatial information for generating image 

discriminative signatures. In Figure 5, each HL filter is 

convolved simultaneously on several scales that focus on 

the scale б. In training phase, the coefficients associated 

with weak scales and orientations, receive zero values; 

which makes the filter more discriminative and ignores 

weaker scales and orientations during the test phase. 

4-3-2- Code Generation 

Real code creating in the human brain, means information 

sensing and receiving from the environment in the form 

of physical and chemical stimuli. Especially when looking 

at a particular face, the brain encodes various facial 

features with many patterns. It is assumed that there are 9 

coding patterns (for each face, 9 ICAO requirements 

would be stored in long-term memory). To mimic this fact 

functionally, the HMAX descriptor can be used to encode 

these requirements. 

 

 
Fig. 5 Third level operations - Each HL filter measures simultaneously 

on several scales [19]. 

 

To prepare and extract the C1 level from the HMAX 

model, split face patches cpathij  from known individuals 

can be used where i = 1,2, ..., 8 (for 8 Key and non-Key 

face components patches) And j = 1,2,… .N, where N 

represents the number of known people (known people 

refers to those whose ICAO attribute recognition tags 

exist in the database). C1 patches of an ICAO 

requirement, produce a patch cluster Ci where Ci ϵ cpathij 

 .For each Ci, at the C2 level of the HMAX model for 

each face image, the fi ϵ R
N  

feature is extracted. fi   is the 

final consideration feature that introduces a face 

component for ICAO requirement recognition (Figure 6). 

4-3-3- Storing 

In the mammals' long-term memory, different features of 

a known object are regularly stored in distributed areas, 

and common features of various known objects are 

stored through aggregating. Labeled faces are database 

images for which ICAO requirements assessment are 

labeled. As shown in Figure 7, the same strategy was 

chosen to store the ICAO requirements of labeled faces. 

For example, the first studied ICAO requirement of 

different individuals f1j (j = 1, 2, ..., N) are stored 

together and constitute a subspace storage of an ICAO 

requirement. The first person’s attributes fi1 (where i is 

one of the 9 case study requirements) are stored 

separately in the distributed subspace. The storing phase 

is similar to a training procedure in a general 

requirements estimation method, and does not include 

unlabeled faces. 

4-3-4- Decision Making 

This step identifies and assesses the ICAO 

requirements of a new face image from labeled faces 

images. To identify a person's requirements, it is needed 

to retrieve requirements for all labeled faces before 

decision making, which is called retrieval. Rij is used for 

the requirement assessment of a new face image based on 

the j
th

 labeled faces requirements by using a notable face 

feature fi . Rij can be estimated using a support vector 

machine. There are 9 Binary SVM classifier for 

assessment of each studied requirements. Final 

classification results shows 1 for compliance, 0 for non-

compliance and -1 for dummy classes. For 1 and 0 

classes, the compliancy of each requirement in the image 

is returned with a score in range of zero to 100 by 

regression. 
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Fig. 6 Proposed Face Image Assessment Confirmation Module containing 

HMAX model for detecting compliancy with ICAO requirements. 

 
 

 
 

Fig. 7 Storage module structure. 

5- Simulation Results 

For simulating the proposed model, a system with 16GB 

of RAM, Core i7 processor, 2TB hard drive has been 

used. 

In this study, 1741 images of the AR database with size 

of 576 * 768 [32] and 291 images of the PUT database 

with size of 1536 * 2048 [33] were used to train and test 

the proposed method, which include 310 fully 

compatible images (compatible with all requirement) and 

1722 incompatible images (incomparable at least with 

one requirement). Database division to test and train set, 

has been done by K-fold cross-validation algorithm, 

where the best result was obtained with K=10.  For 

objective performance evaluation in the database, 

ground-truth data has been employed. Some of these 

images are manually labeled, each image containing eye 

corners information and position and shooting features 

based on three logically compliance, noncompliance, and 

dummy modes. Dummy value is used for uncertainty 

situations (for example, when one uses sunglasses, it is 

almost impossible to detect open or closed eyes). 

Two types of errors can occur during the compliancy 

assessment of face images: 

1) Declaring compliancy for an image which is not 

compliant (False Match Rate) (FMR): 

    
  

     
                      (8) 

2) Declaring incompliancy for an image which is 

compliant (False Non Match Rate) (FNMR). 

     
  

     
                     (9) 

A good biometric system should illustrate a small 

amount of FMR and FNMR. High FMR indicates high 

system error and low FNMR indicates low system 

functionality for all studied cases' acceptance. ROC, 

DET charts and EER are used to analyze a biometric 

system. 

EER: Equal Error Rate (EER) is indicated by interaction 

between FMR and FNMR. EER represents the error rate 

at a t threshold such that the False match rate and the 

false non-match rate are equal (FMR(t) = FNMR(t)). 

EERs are calculated for compliancy rate checking and 

used for each feature performance evaluating.  

Rej: Rejection Rate refers to the percentage of the face 

images, which cannot be processed by the proposed 

method. This rejection can be due to the pixellation, hair 

across eyes and shadow across the face. For comparing 

the results of simulation, three SDKs (two commercial 

SDKs and the BiolabSDK [9]) were used. The name of 

commercial SDKs cannot be disclosed, because of the 

specific agreement with their providers in [9]. Table 3 

shows the EER and Rejection rates for comparing three 

SDKs results with the proposed method.  

 

Table 3: EER and Rejection rates for the three SDKs and proposed method 
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HMAX Method BioLabSDK SDK2 SDK1  

Characteristic 

 

 

Row Rej EER Rej EER Rej EER Rej EER 

0.16% 10.00% 0.0% 20.6% - - 7.1% 27.5% ICAO03- Looking Away 1 

0.3% 14.29% 0.2% 4.0% 0.8% 50.0% 4.8% 18.7% ICAO05- Unnatural Skin Tone 2 

0.0% 25.00% 0.0% 12.8% - - 81.9% 50.0% ICAO09- Hair Across Eyes 3 

0.0% 40.82% 0.2% 12.7% 2.9% 26.0% - - IC O  -Roll Pitch Yaw 8  4 

0.2% 12.5% 0.0% 7.4% 0.0% 34.2% 4.5% 5.2% ICAO14- Red Eyes 5 

0.4% 13.64% 0.4% 13.1% - - 8.1% 36.4% ICAO16- Shadows Across Face  6 

0.0% 0.0% 0.0% 5.8% - - - - ICAO19- Frames Too Heavy 7 

0.1% 0.0% 0.0% 6.3% - - 62.3% 50.0% ICAO20– Frame Covering Eyes 8 

0.4% 10.71% 0.0% 6.2% - - 52.1% 3.3% ICAO23- Mouth Open 9 

- Shows that the SDK does not support the test for this Characteristic 

 ROC Curve: The System Performance 

Characteristic Curve or Receiver Operating 

Characteristic (ROC) is an objective evaluation 

method that is a two-dimensional diagram, where 

the x-axis corresponds to False Positive Rate or 

FMR and the y-axis corresponds to True Positive 

Rate or 1- FNMR (often replaces by FNMR). The 

area under the ROC diagram represents the Area 

Under Curve (AUC). The high AUC value indicates 

higher accuracy of the model. For each of the ICAO 

requirements investigated in this research, the ROC 

diagrams are calculated and are shown in Figure 8. 
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ICAO19 

 

ICAO20 

 

ICAO23 

 

Fig. 8 ROC diagrams for each of the nine ICAO features investigated in this work. 

 

In the ROC diagram, the greater the accuracy of the test, 

the closer the curve to the left boundary and then to the 

upper boundary of the ROC space. The closer the bend to 

the 45-degree diameter of the ROC space, the less 

accurate the test. The tangent slope at a cutting point 

shows the Likelihood Rate (LR) for the test. 

 

 Recall: A positive diagnosis probability being true when 

the actual results are positive. This parameter is also 

called the true positive rate. 

            
  

     
       (10) 

Precision: A positive diagnosis probability being true when 

the experimental results are positive. This parameter is also 

called the false negative rate. 

 

               
  

     
       (11) 

 

Average Precision: For each positive recall sample, the 

sum of precision values in positive recalls to all positive 

diagnoses, determines the average Precision parameter. 

 

   
∑               

   

                               
       (12) 

 

where rel(k) is an index that is equal to 1 if the requirement 

is compliant, otherwise it will be zero [34]. The average 

contains all the associated requirements and those 

associated requirements that have not been compliant, have 

a zero value for precision. 

AP11: This is an index calculated by averaging the 

precision over a set of evenly spaced recall levels {0, 0.1, 

0.2, ... 1.0}. This factor is used for reducing the impact of 

wiggles in the curve. 

      
  ⁄ ∑                               (13) 

where pint(r) is the interpolated precision, shows the 

maximum precision over all recalls greater than r (in 11 

points) [35]. 

Figure 9 contains the accuracy-recall diagrams, the area 

under the curve (AUC), the average precision (AP) and 

AP11. 
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ICAO12 

 

ICAO14 

 

ICAO16 

 

ICAO19 

 

ICAO20 

 

ICAO23 

 
Fig.9 Accuracy-recall diagrams, Area under the Curve (AUC) and Average Precision (AP) for the selected ICAO requirements  

 

6- Conclusions 

One of the most important factors affecting the accuracy of 

automatic face recognition is the face images quality 

assessment. Accordingly, a benchmark was provided by the 

University of Bologna called BIOLAB-ICAO, which Facial 

image Compliancy part is called FICV. In this research we 

proposed a new approach for facial images quality 

assessment using HMAX model (as the perceptual brain 

modeling). 

 

The way of information storing and fetching it for training, 

is like the way of storing information in the brain. Nine 
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ICAO requirements are used to assess quality. The AR and 

PUT databases were used to train and test the model. The 

assessment factors introduced in the FICV benchmark were 

used to evaluate the modeling results. The results showed 

improvement in the detection of some requirements, 

particularly Frame Too Heavy (ICAO19), Frame Across 

Eyes (ICAO20). So, it is recommended to use HMAX 

model for these requirements detecting in the SDKs.  As a 

follow-up, a model based on brain decision-making paths 

approaches to assess the quality of facial images, can be 

suggested. 
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