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Abstract  
Giving access permission based on histories of access is now one of the security needs in healthcare systems. However, 

current access control systems are unable to review all access histories online to provide access permission. As a result, this 

study first proposes a method to perform access control in healthcare systems in real time based on access histories and the 

decision of the suggested intelligent module. The data is used to train the intelligent module using the LSTM time series 

machine learning model. Medical data, on the other hand, cannot be obtained from separate systems and trained using 

different machine-learning models due to the sensitivity and privacy of medical records. As a result, the suggested solution 

employs the federated learning architecture, which remotely performs machine learning algorithms on healthcare systems 

and aggregates the knowledge gathered in the servers in the second phase. Based on the experiences of all healthcare 

systems, the servers communicate the learning aggregation back to the systems to control access to resources. The 

experimental results reveal that the accuracy of history-based access control in local healthcare systems before the 

application of the suggested method is lower than the accuracy of the access control in these systems after aggregating 

training with federated learning architecture. 

 

 

Keywords: Healthcare System; History-Based Access Control; Intelligent Module; Deep Recurrent Networks; Federated 

Learning. 
 

1- Introduction 

A health information system (HIS) is a data 

management system for healthcare. This comprises 

systems for collecting, storing, managing, and 

transmitting a patient's electronic medical record 

(EMR); hospital operational management systems; 

and systems that support healthcare policy choices. 

Health information systems also include data 

management systems for healthcare practitioners and 

organizations. These technologies, for example, 

might be used to enhance patient outcomes, inform 

research, and impact policy and decision-making. 

Security is a critical concern in health information 

systems because they typically access, analyze, or 

store a substantial amount of sensitive data [1]. 

Access control refers to a set of procedures used to 

determine who or what has access to, uses, or 

changes what resources [2]. Access control is a 

critical topic in the design debates of physical 

security, information security, and network security 

to limit risks and threats. With the rapid advancement 

of computing and information technologies, classic 

access control models have become insufficient in 

terms of severe security needs, and new applications. 

ABAC models provide a more flexible way to deal 

with the authorization requirements of complex and 

dynamic systems. Modern access control systems and 

feature-based systems are becoming more popular 

[3,4]. Organizations are interested in adopting 

systems to regulate access to their resources that can 

best meet these demands as the use of access control 

systems expands in many industries such as IoT, 

cloud computing, and health care systems. During the 

COVID-19 time, for example, many businesses need 

a flexible approach to accessing software resources, 
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allowing the user access to be adjusted based on the 

circumstances [5]. One of the existing challenges in 

access control systems is to use the previous accesses 

to grant the access permission at the next stage online 

and without interruption. Also, protecting patients' 

privacy while checking previous accesses is another 

challenge facing this article, which we try to solve it. 

The contributions of this paper are as follows:  

✓ Using access histories in granting access 

permission to healthcare information systems. 

✓ Using the deep recurrent network and 

intelligent module to provide online/real-time 

access requests. 

✓ Maintaining the privacy of patient data in the 

HIS system and using local patient data to 

train the learning model 

✓ Using federated learning to consolidate the 

training of local healthcare systems and 

improve the accuracy of the access control  

The rest of this paper is as follows: Section 2 presents 

the background and fundamental concepts used in the 

paper background. In section 3, the surveys of related 

works are considered. The suggested approach and its 

components are explained in section 4. In section 5, 

the performance results and comparison with 

previous works are described. A discussion of our 

work is presented in section 6 and finally, section 7 

concludes the paper. 

2- Background 

The basic ideas utilized in the article are defined in 

this section. The definitions of ABAC access control 

systems are explored first, followed by deep recurrent 

neural networks and federated learning model. 

2-1- Attribute-based Access Control  

The attribute-based access control (ABAC) is a type 

of access management model in which permission to 

perform a set of operations is determined by 

analyzing the attributes assigned to requesters, 

resources, and requested activities, as well as 

environmental conditions in some cases. Attributes 

are qualities that indicate a specific aspect of the 

requester and objects, environmental circumstances, 

or requested actions that the administrator has already 

established and assigned [4][6]. 

• Definition 1. Entities and Attributes: U, O, C, 

and OP are the system users (requesters), 

requested resources, defined particular conditions, 

and requested operations in the ABAC access 

control paradigm. Also, Au, Ao, Ac, and Aop are 

the attributes of the requester, source, condition, 

and requested operation, respectively. Also, E = U 

∪ O, ∪ is the set of all entities, and A = Au ∪ Ao ∪
 Ac ∪ Aop is the set of all attributes of the entities 

mentioned above. 

• Definition 2. Mapping Function: If a∈A and 

e∈E, Fe,a is the mapping function of the entity e on 

the attribute a. More precisely, the function 

Fe,a(e,a) returns all the items that are related to the 

existence of e on attribute a. For example, Fa,e(Ali, 

location) = Tehran means that the location related 

to Ali is Tehran . 

• Definition 3. Access request(req): An access 

request is a <u, o, c, op> where a requester u has 

requested operation op to access resource o in 

condition c. For example, <Ali, db1, Tehran, 

read> is an access request by Ali, who wants to 

read access to the source db1 from Tehran. 

• Definition 4. Conventional access policy: Access 

permission is a sample(sample) sample=<req, g> 

decision g on request reqi in the access control 

system. sample can also be considered as access 

history and shows the access details. 

• Definition 5. History-based access policy: If the 

access request is based on the records of sample 

<u, o, c, op>, the user u has requested the 

operation op to access the source o in the 

condition c where there is a cj in c and it is 

essential to check the histories or check the prior 

accesses. For instance, <db1, location.NewYork, 

count100(access(db1, location(Tehran))<2), read, 

permit> is an access policy of this type. If two 

conditions are met, the requester is granted access 

to db1. First, the requester's location must be in 

New York, and the number of accesses on db1 

from the Tehran location should be no more than 

twice in the preceding 100 accesses. As a result, 

the access policy is established as <u, o, c, op, g> 

granting the requester g access in exchange for op 

access on o. 

• Definition 6. Policy Repository(pr): A database 

containing all of the policies described in 

definitions 5 and 6. This repository's policies are 

organized into two broad groups. The first 

category includes only attributes related to the 

requester, resource, condition, and the requested 

operation (as seen in definition 1, we have 

designated the set of all these attributes with A), 

and the second category includes attributes that 

require checking access histories, which we 

denote by LA. 

• Definition 7. History Access: If the current access 

request was made at time t, the access history 

provides a list of all accesses made from time t-k 

to time t-1. For example, if Rt-k access is provided 

at time t-k and Rt-1 access is granted at time t-1, 
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the following access histories are defined at time 

t: Hi(t)={Rt-k, Rt-k+1, …, Rt-1} 

2-2- Recurrent Neural Networks  

Recurrent neural networks (RNNs) are artificial 

networks that are utilized in speech recognition, 

natural language processing, and sequential 

processing [7]. However, RNN features a feedback 

layer that feeds back the network's output as well as 

the next input. RNN can recall its previous input and 

use this information to process a sequence of inputs 

because of its internal memory. Simply said, RNNs 

incorporate a feedback loop that ensures that past 

knowledge is not lost and remains in the network. 

The following are the architecture types of RNNs. 

2-2-1-Simple Recurrent Neural Network (RNN) 

This is the most basic sort of recurrent network, yet it 

is still a viable alternative due to its modest number 

of parameters (when compared to GRU and LSTM 

networks) and reasonable accuracy in simple 

situations and short time series. The fundamental 

issue with simple RNNs is their limited memory, 

which results in vanishing and exploding gradients 

[7].  
 

2-2-2-Long Short-Term Memory (LSTM)  

LSTM networks are an upgraded version of RNNs 

that improves memory recall. In this sort of network, 

the problem of progressive fading of RNNs has been 

solved. LSTM is appropriate for time series 

categorization, processing, and prediction in the 

presence of time delays of unknown duration [8]. In 

addition, the LSTM network cell's inputs and outputs 

are as follows. 

2-2-3-Gated Recurrent Units (GRUs) 

The GRU recurrent neural network, like the LSTM, 

is intended to alleviate the RNN's short memory 

problem. Hidden layers are employed to handle and 

categorize input in the gated recurrent network rather 

than the state cell [9][10].  

2-3- Federated Learning 

The purpose of federated learning is to train a 

machine learning algorithm, i.e. deep neural 

networks, on multiple local datasets that exist at local 

nodes without explicitly exchanging data. The 

general principle consists of training local models on 

local data samples and exchanging parameters (e.g. 

weights and biases of the deep neural network) 

between these local nodes at some frequency to 

produce a global model shared between all nodes. 

The main difference between federated learning and 

distributed learning is in the assumptions made about 

the properties of the local datasets because the main 

goal of distributed learning is to parallelize the 

computing power whereas federated learning 

initiative aims to train heterogeneous datasets. While 

the goal of distributed learning is to train a single 

model on multiple servers, a common underlying 

assumption is that the local datasets are identically 

distributed and have approximately the same size. 

None of these hypotheses were made for federated 

learning. Instead, data sets are typically 

heterogeneous and their size may span several orders 

of magnitude. In addition, clients involved in 

federated training may be unreliable as they are 

subject to more failures or dropouts compared to 

distributed learning where nodes are typically data 

centers with powerful computing capabilities and are 

connected to fast networks [11] [12]. 

 

2-4- Healthcare System 

A Healthcare platform enables doctors and their 

assistants to analyze data. Such an infrastructure 

should have things like simple equipment 

management, simple connections, data analysis, and 

intelligent data transformation [13]. Due to the vast 

amount of information, healthcare platforms must 

have the ability to accurately and timely analysis to 

provide the best analysis of various conditions. An 

overview of IoT-based healthcare is shown in Figure 1. 

The following components are essential in healthcare 

systems: 

✓ Data collection using existing sensors 

✓ Supporting a simple user interface for use by 

all patients and medical centers 

✓ Access to infrastructure services and network 

services for all nodes in the network 

✓ Increasing reliability, accuracy, durability, and 

strength in data storage and transmission. 

 
Figure 1. An overview of a typical IoT-based healthcare system 

[14] 

2-5- Related Works 

This section will look at some recent studies in the 

field of the present subject. The authors of [15] 
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presented a blockchain-based access control system 

for GWAS with BFGF federated learning in their 

paper. Before training the local models, the 

framework uses automatic quality control (AQC) to 

assure the quality of the training data in this 

technique. It creates a blockchain authentication 

system to filter people. The authors of [16] focused 

on data security and privacy in industrial IoT systems 

utilizing machine learning models and federated 

learning models. They also investigated and 

contrasted other ways. A novel middleware for risk-

based authorization and federated learning for health 

care (FRAMH) has been presented in [17], which 

provides risk-based access control for medical 

records. The authors employed a federated learning 

approach to assess health status risk and integrated it 

with blockchain to prevent unwanted access. Another 

study [18] offered "Hash and Signature-Based 

Policy-Based Encryption (hCP-ABES)," a cloud-

based healthcare system for secure data storage and 

access control. The authors' proposed access control 

provides users with security, authentication, and 

secrecy when using medical data. Encryption and 

auditing procedures are employed to maintain the 

confidentiality and integrity of stored information. 

Access control mechanisms are usually used to 

govern data access during the data-sharing phase. In 

the data analysis process, machine learning 

algorithms are used to secure the privacy of massive 

medical data [19]. The authors of [20] suggested a 

framework to address issues such as information 

leaking in access granting. The authors suggested a 

federated learning framework for access control 

policies as well as a formal explanation of the policy 

transfer problem in attribute-based access control. 

Recent breakthroughs in the field of federated 

learning for cyber security and IoT security have 

been thoroughly addressed in [21]. This study's 

primary focus is on security, but it also explores 

different techniques for addressing FL-related 

performance difficulties that may compromise IoT 

security and performance. Another area of study is 

federated learning use in industrial systems [22]. This 

research looks into the FL prospects for next-

generation networked industrial systems, as well as 

the problems of collaborative driving in connected 

and robotic autonomous vehicles. An approach for 

leveraging federated learning as a service with 

Decentralized Identities is proposed in [23]. The 

authors presented a DID-eFed system in which 

decentralized identities (DID) and a smart contract 

facilitate FL. DID offers flexible decentralized access 

management in the proposed system, and the smart 

contract provides a process with a few errors. [24] 

investigates FL in-depth, focusing on applications 

and operating systems, methods, and real-world 

applications. FL generates robust classifiers without 

requiring information disclosure, resulting in 

extremely secure privacy policies and access control 

rights. The authors in [25] propose a novel approach 

of combining CNN-LSTM with particle swarm 

optimization in the RBAC system. The convolutional 

neural network has extracted parsed SQL queries and 

long short-term memory was also suitable for 

modeling the temporal information of SQL queries. 

The paper [26] has considered an access control 

model for multi-channel heterogeneous networks 

based on deep reinforcement learning, referred to as 

multi-channel deep-reinforcement learning. To 

overcome the challenges of securing IoT devices, the 

authors in [27] have suggested a deep learning–based 

intrusion detection system to detect security 

vulnerabilities in IoT.  The research [28] has 

protected the agreements dependent on ERC20 of 

controlled Ethereum-based Distributed Ledger 

Technology with cycles and capacities to get an all-

surrounding framework for creating sure Cloud-

Based Manufacturing jobs. effective attribute-based 

encryption is suggested in [29] which places part of 

the cryptography in the edge nodes as well as 

supports attribute updates and flexible control. To 

address the problem of scalability in access control, 

the authors in [30] have proposed an enhanced Bell–

LaPadula model and categorized the peers and 

transactions in different clearance and security levels. 

In the article [31], the authors have proposed a 

blockchain-based approach that provides a 

decentralized EHR and smart-contract-based service 

automation without compromising the system's 

security and privacy. The paper [32] discussed some 

gaps within the existing access control strategies for 

health care. To fill this gap, the authors have 

proposed a secure access control model to control 

access in the healthcare system. Their solution has 

used the location of the user for providing secure 

access control views in the healthcare system. The 

article [33] has planned to create a novel solution 

based on blockchain technology that locates the 

patient in charge of granting and revoking access 

permissions for healthcare enterprises and providers 

to meet privacy regulations. Motivated by the 

research gaps, the paper [34] proposed a scheme, that 

integrates a blockchain (BC)-based confidentiality-

privacy (CP) preserving scheme. In the paper [35], 

the authors have discussed how leveraging 

blockchain for healthcare data control can lead to 

better improvements. they presented the key 

blockchain features and characteristics.  The paper 

[36] has focused on privacy issues in smart context-

aware healthcare within the Electronic Transfer of 

Prescriptions. The access control models may expose 

user privacy to an attacker. To tackle this problem, 
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the authors [37] have used the cuckoo filter to 

disguise the right of entry policy to safeguard the 

private information of the owner. The inference 

assault has affected medical records. The paper [38] 

has proposed a new blockchain-based lightweight 

access control model. The scheme has used 

blockchain to create a trusted network by a special 

mechanism. The paper [39] reviewed the recent 

trends and critical requirements for blockchain-based 

and IoT access management. The authors showed 

several important views of blockchain, including 

decentralized control, secure storage, and sharing 

information for IoT access control.  Deep learning 

and artificial intelligence frameworks are introduced 

in the paper [40] to improve cyber security such as 

access control. The authors in [41] have proposed a 

novel model by implementing a specific 

cryptography algorithm in which they used the Key 

generation scheme of RSA to encrypt health data. 

The paper [42] has proposed a deep learning-based 

anomaly detection method composed of estimation 

and classification models applied to a subdomain in 

healthcare systems. the authors [43] have conducted a 

universal review of federated learning systems. To 

get a clear flow and guide future probes, they 

introduced the definition of federated learning 

systems and analyzed the system sections. The 

authors of [44] presented a method for automatically 

learning ABAC policy rules from the access logs of a 

system. In the proposed approach, an unsupervised 

learning-based algorithm is used to recognize 

patterns in extracting ABAC authorization rules. In 

[45], an efficient and simple method has been 

proposed to verify the access control policy using a 

machine learning classification algorithm. Cotrini et 

al. [46] suggested an approach for deriving some 

rules from randomly distributed histories. In [49], a 

novel method was suggested for secured and 

integrated access control in the SIEM. The key points 

where the SIEM accesses the information within the 

software were specified and policies for access 

control were developed. To achieve energy efficiency 

in the network some simplification strategies have to 

be carried out not only in the Medium Access Control 

(MAC) layer but also in the network and transport 

layers [50]. 

 

3- Problem Definition 

Although giving access authorization in HIS systems 

necessitates the use of feature-based access control, 

only limited features such as the requester's location 

and time have been used to validate access 

permission thus far. In the first step of this research, 

"access history" is proposed as an essential 

component in HIS system access control. A pulse 

based on a log, for example, is described as "a certain 

drug is administered to a patient if it is prescribed by 

at least two doctors." For such a pulse, the prior logs 

must be examined. To study access control policies 

based on log conditions, LSTM and GRU deep 

learning models are utilized, which must be triggered 

live during access requests. Deep learning is 

employed since you cannot spend a lot of time 

verifying access histories while seeking access. As a 

result, memory neural networks such as LSTM and 

GRU will be useful. 

The limited number of samples available to train the 

learning model in local HIS systems presented a 

challenge during the initial step. Furthermore, 

because of privacy concerns, it is not viable to gather 

all medical data in HIS systems and train the 

intelligent learning model (previous step). As a result, 

the federated learning architecture is used in the 

second stage of the proposed approach, and instead of 

transferring data to the server, the suggested model is 

produced in the server and delivered to the HIS 

systems. After training the model in HIS systems, the 

model's output is forwarded to the server, which 

aggregates the results. 

3-1- Challenges and Requirements 

To develop log-based access control that can be 

applied to a wide range of real-world scenarios, we 

identify the following challenges and requirements: 

• Online access request: Log-based resource 

access requests are submitted online and require 

a prompt, no-delay response with a short time 

order. However, the problem of the access 

control system based on access histories 

necessitates a review of past logs as well as the 

processing and time loads. As a result, the 

proposed model should be able to handle a huge 

number of online queries. 

• Correctness in log-based access control: Because 

the extracted access decision must result in the 

same access decision as the policy repository, the 

suggested log-based access control system's 

prediction (response) must be compatible with 

the result of the original permission in the 

policies. An inconsistent answer may arise in 

instances where previously approved access is 

refused (more restrictive) or the system allows 

unlawful access (less restrictive). 

• The complexity of log-based policies: The 

complexity of log-based policies is one of the 

most important challenges in access control 

systems. In many policies, it is not required to 

check logs, but in some policies, logs should be 
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checked. Such conditions will cause complexity 

in meeting all the conditions with a reciprocal 

effect on each other. 

• Privacy Violation: Considering that medical 

records in HIS systems contain private 

information of patients, it is important to protect 

privacy during research and data review. 

3-2- Evaluation Metrics 

How well these accesses match the original accesses 

is one of the metrics for evaluating the quality of the 

accesses provided in the proposed approach (given by 

the original pulses). In other words, the proposed 

method's access result is compared to the original 

pulses' access result, and the quality of the suggested 

access control system is evaluated. For example, if 

the suggested method's prediction for an access 

request is to grant permission and access permission 

is granted in the main policy, the quality of the 

proposed approach will improve. The following 

definitions are taken into account for a more 

complete study of the proposed approach's evaluation 

metrics. 

• Definition 8 (TP definition): If an access request 

is reqi=< attrs, attro, opr, act > and the proposed 

approach prediction for reqi is equal to predi, and 

also if the original access policy is rulj=< attrs, 

attro, opr, act> and the label (access) of the 

original policy equivalent to the request is equal 

to labj, then TP is defined as follows.  
TP<req,pred> = | <r> ϵ DS | (lab(rul(r)) == permit) && 

(pred(req(r)) == permit) | 
• Definition 9 (Definition of TN): Despite the 

assumptions of Definition 8, TN is defined as follows. 

This means that the prediction made by the proposed 

approach with the original policy label corresponding 

to that request is equal to denial.  

TN<req, pred> = | <r> ϵ DS | (lab(rul(r)) == deny) && 

(pred(req(r)) == deny) | 

• Definition 10 (Definition of FP): Despite the 

above assumptions, FP is defined as follows. 

This means that the prediction made by the 

proposed approach is permitted, but the label of 

that request in the original policy is equal to 

deny, and it shows the wrong prediction in the 

proposed approach.  
FP<req, pred> = | <r> ϵ DS | (lab(rul(r)) == deny) && 

(pred(req(r)) == permit) | 

• Definition 11 (Definition of FN): If the 

prediction made by the proposed approach is 

denied and the label of that request in the 

original policy is equal to permit, it means a 

wrong prediction in the proposed approach, 

which is defined as follows. 
FN<req, pred> = | <r> ϵ DS | (lab(rul(r)) == permit) && 

(pred(req(r)) == deny) | 

• Definition 12: by calculating the above metrics, 

Accuracy = 
𝑇𝑃 + 𝑇𝑁

 𝑇𝑃 + 𝐹𝑁 + 𝑇𝑁 + 𝐹𝑃
   can be defined to 

determine the accuracy of the proposed 

approach.  

Table 1 presents the symbols used in this article.  
Table 1. Notations 

 Notation Definition 
U, O, C, OP Users(requesters), resources, 

conditions, and operations 

Au, Ao, Ac, Aop attributes of the requester, source, 

condition, operation 

E, A  U ∪ O, set of all attributes of the 

entities 

a, e, cj a∈A, e∈E, cj∈c 

G Access permission 

Fe,a Mapping function of the entity e on the 

attribute a 

C Conditions in access histories 

t, k Time 

Ri Access in time i 

Hi access histories in time t 

mi Equivalent method with any condition 

C 

M set of methods {m1, m2, ...} 

F#, S# The number of data features, The 

number of data samples 

reqi Access request i 

Qi Set of features reqi 

Train_Set Training dataset in conditional dataset 

NLA Set {nla1, nla2, …} 

LA Set {la1, la2, …} 

𝑝𝑟 Policy Repository 

PAP Policy administration point 

PEP Policy enforcement point 

PDP Policy decision point 

PIP Policy information point 

DT, KNN, NN, 

SVM 

decision tree, k-nearest neighbor, neural 

network, Support vector machine 

a<t>, c<t> Current stage status 

a<t-1>, c<t-1> The status of the previous stage 

x<t>,ŷ<t> Input, output (prediction) of the 

recurrent network 

wa, Wo, Wf, Wuو  Wy و  

wc 

Weight vectors 

tĈ status of the new stage 

σ sigmoeid activity function 

uҐ, fҐ Update gate, Forget Gate 

by, buوbcو ba Bias 

g1,g2 tanh activity functions 

4- Intelligent FLACH Approach 

This study is primarily concerned with providing 

access permission in healthcare systems based on the 

aggregation of local healthcare systems' knowledge 

and experiences. Because medical records are 

sensitive and private, it is not practical to collect data 

from various healthcare systems and train them using 

machine learning models. The federated learning 

approach is proposed in this paper to employ 

machine learning algorithms remotely on distinct 

local systems and aggregate the knowledge gained in 
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the servers. The servers re-send the aggregation of 

various learnings to the clients to regulate resource 

access based on the experiences of all local 

healthcare systems. Figure 2 depicts the general 

architecture of the suggested approach, which we call 

FLACH.

 

 
Figure2. Proposed multi-layer architecture 

 

Before delving into the FL architecture, some key 

assumptions must be addressed. 1) Using access 

histories to authorize access is one of the 

requirements of healthcare systems. A nurse, for 

example, can inject a specific drug into a patient if it 

has been ordered by two general practitioners or a 

specialist. 2) Deep learning models based on time 

series, such as Simple RNN, LSTM, and GRU, are 

appropriate for granting access based on previous 

access histories. 3) Learning models like LSTM and 

GRU employ the order of subsequent accesses to 

grant access authorization. 4) The privacy of medical 

data is a distinguishing aspect of healthcare systems. 

As a result, patient information cannot be withdrawn 

from the local healthcare system. 

The following sections describe the various 

components of the suggested method (which are 

explained in depth in the next section) 

1. Federated learning architecture for LHS 

knowledge aggregation: The data is trained 

locally in each LHS's access control system 

before being utilized to give access. However, 

the difficulty with this proposal is the lack of 

limited and sensitive data, resulting in 

inadequate training for the proposed intelligent 

module. As a result, the technique of federated 

learning architecture is presented to aggregate 

the knowledge of intelligent access control 

systems (which exist in local healthcare 

systems). 

2. An intelligent module within the access control 

system: to train the access control system, deep 

learning methods based on time series, such as 

LSTM or GRU, are used. When the policy 

repository incorporates access control rules 

based on checking access histories, the 

intelligent module in the access control system is 

required and unavoidable. As a result, an 

intelligent module for each local healthcare 

system is installed alongside the access control 

system. 

3. Customized access control: When intelligent 

modules are installed in local access control 

systems and the knowledge of various modules 

is combined, the intelligent access control 

system is customized. 

4-1- Design of Federated Learning Layers  

First, servers are created in the cloud layer to 

aggregate training in local healthcare systems. These 

servers are cloud-based and have no access to 

medical records (data) in healthcare systems. These 

servers' primary function is to build a machine 

learning model based on time series and then 

distribute it to all local systems. 

First, using Algorithm 1, a machine learning model 

based on time series is generated in the cloud layer 

servers. This article focuses on the use of LSTM and 

GRU models. In this algorithm, the learning model is 

defined first, followed by the necessary pre-

processing. The necessary layers are then inserted, 

and the model compiles and begins training. 
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Algoithm1. Machine learning model created in server in the 

smart machine  

Procedure Create-Model () 

Input: Conditions, dataset 

Output: 

Forever () 

{ 

model  Sequential () 
dataset  Preprocessing(dataset) 

model  CreateModel () 

model. Add (layers, optimizers, activations, …) 
 ... 
model.add (Dense, Dropout, …) 

model. Compile (Train_Set) 

model. Fit (Train_Set) 

} 

The model developed on the server is transferred via 

fog layer nodes to the intelligent module of local 

healthcare systems. There is no data transfer in this 

transfer; just the learning model is sent to the fog 

nodes to be sent to the local LHS systems  . 

After training the models in the intelligent module of 

the local systems, the results are transmitted back to 

the servers to be aggregated and re-distributed to the 

local systems via the fog layer nodes. Figure 3 

depicts the sequence of generating the model on the 

server, delivering it to the LHSs, and resending the 

trained weights from the LHSs to the servers via the 

fog layer nodes. 

 
Figure 3. The sequence number of training models transfers from the server to the local healthcare systems 

 

4-2- Intelligent Module Design 

As previously stated, client layer design is a 

component of federated learning architecture. The 

proposed intelligent module is the federated 

architecture's client component. As a result, at this 

stage, the intelligent module is generated locally 

within the healthcare system's access control system. 

The learning engine, reaction engine, and access logs 

are all part of the local smart module. Machine 

learning models based on time series are assembled 

and run in the learning engine. It trains the learning 

model in the engine using local access records. In 

addition, the response engine will be employed in the 

access control system to answer access requests. 

When the policy repository contains policies that 

need access histories to be reviewed, the response 

engine is used (rather than checking all previous 

accesses). Figure 4 depicts the proposed module's 

components and their connections.
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Figure 4. Components and connections of the intelligent module within the access control system 

 

4-3- History-based Access Control Design  

The proposed access control system uses an attribute-

based model (access history). According to this 

model, the requestor sends the request to the policy 

enforcement point or PEP. This component sends the 

request to the PDP. PDP makes decisions through 

two main units policy repository and PIP. The PIP 

informs the current status of the requester and the 

resource. Also, all policies are in the policy 

repository. 

So initially, the PIP delivers all the requester and 

resource attributes to the PDP. The PDP then 

retrieves access control policies associated with the 

requester from the policy repository. If the history 

corresponding to the requester in the policy 

repository does not contain log-based properties, the 

access permission is granted directly from the 

repository and there is no need to call the intelligent 

module's response engine. However, if the requester's 

history in the repository contains log-based 

properties, the PDP refers to the response engine, and 

the response of this engine is issued as a result of the 

access permission. Algorithm 2 shows the 

implementation of the access control system, which 

can implement both the current ABAC systems and 

the systems based on access histories. 
Algoithm2. Access control algorithm  

Procedure AccessControl() 

Input: requesti 

Output: grant 

reqi  requesti   

PEP sends reqi to PDP 

PDP asks information of reqi  from PIP 

Qi  PIP (reqi) 

For all 𝒑𝒓k ∈ 𝒑𝒐𝒍𝒊𝒄𝒚𝑹𝒆𝒑𝒐𝒔𝒊𝒕𝒐𝒓𝒚 

       If 𝒑𝒓k [NLA-LA] == Qi 

             If 𝒑𝒓k [LA] == ∅ 

                  Return 𝒑𝒓k [label] 

             Else if prk [LA] != ∅ 

                  Return ( SmartMachine. Result [reqi] ) 

} 

5- Experimental Results 

Based on access histories, a prototype of an access 

control system is created. The evaluation conditions 

and datasets utilized are explained first in this 

section. The evaluation parameters are then set, and 

the performance of the proposed access control 

system in the federated learning framework is 

carefully examined. Finally, the proposed method's 

performance is compared with previous studies. 

5-1- Evaluation Conditions 

A system with an Intel Core i7 processor and 16 GB 

RAM is utilized to analyze the suggested model. 

Anaconda and Python are used to transfer time 

series-based learning models from servers to clients 

and vice versa. We conducted our studies on six 

datasets and twelve situations. How well the accesses 

match the original access is one of the major metrics 

for evaluating access accuracy. In other words, the 

proposed system's access results are compared to the 

key policies' access results, and the suggested access 

control system's quality is evaluated. For example, if 

the proposed system predicts that an access request 

will be granted and access authorization is granted in 

the primary policy, the quality of the suggested 

system would improve. 

5-2- Datasets 

We employ six datasets, including real and 

conditional datasets, to evaluate the performance of 

the proposed approach. Real datasets such as Kaggle 

and Amazon UCI datasets [47][48] are employed, as 

well as conditional datasets. The RESOURCE, MGR 

ID, ROLE ROLLUP1, ROLE ROLLUP2, ROLE 

DEPTNAME, ROLE TITLE, ROLE FAMILY 

DESC, ROLE FAMILY, ROLE CODE, and a label 

field are among the ten features in the Kaggle dataset. 
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In addition, the UCI dataset has five features and 

approximately 716K samples, including ACTION, 

TARGET NAME, LOGIN, REQUEST DATE, 

AUTHORIZATION DATE, and labels. 

Four conditional datasets are also employed, where 

each one is generated based on the criteria and 

sequence of accesses. These four datasets are created 

using Python and based on the description of 

numerous requirements. They comprise features such 

as Name, Role, Time, Location, Sensitivity, and 

labels. Table 2 shows the general characteristics of 

the datasets used. D is the name of the dataset used in 

this table, S# is the number of dataset samples, F# is 

the number of dataset features, P+ is the number of 

samples labeled 1 and P- is the number of samples 

labeled zero. 
 

 

 

Table 2. Characteristics of the employed datasets 

# D S# F# P + p - 

dK Amazon Kaggle 32769 10 30872 1897 

dK,1 - dK,10 Datasets dK,1 - dK,10 are created from dataset dK 32769 10 30872 1897 

dU Amazon UCI 716063 3 705152 10911 

dU,1 – dU,10 Datasets dU,1 - dU,10 are created from dataset dU 716063 3 705152 10911 

dC1 Conditional Dataset1 10000 6 9105 895 

dC1,1 – dC1,10 Datasets dC1,1 – dC1,10 are created from dataset dC1 10000 6 9105 895 

dC2 Conditional Dataset2 10000 6 7022 2978 

dC2,1 – dC2,10 Datasets dC3,1 – dC3,10 are created from dataset dC3 10000 6 7022 2978 

dC3 Conditional Dataset2 10000 6 7022 2978 

dC3,1 – dC3,10 Datasets dC3,1 – dC3,10 are created from dataset dC3 50000 6 5888 4112 

dC4 Conditional Dataset4 10000 6 29833 20167 

dC4,1 – dC4,10 Datasets dC4,1 – dC4,10 are created from dataset dC4 10000 6 29833 20167 

 

 

5-3- Results  

In the first stage, the performance of the proposed 

method is investigated; conventional classification 

models such as KNN, SVM, DT, and NN, as well as 

time series classification models such as Simple 

RNN, LSTM, and GRU, have been implemented on 

datasets dK, dU, dC1, dC2, dC3, and dC4, and the results 

are shown in figures 5 and 6. As can be observed, 

models based on time series, such as LSTM, 

outperform conventional classification methods in 

terms of correct identification of the access control 

system.

 
Figure 6. Accuracy of the proposed approach in time series 

algorithms in different datasets 

 
Figure 5. Accuracy of the proposed approach in algorithms 

without time series in different datasets 
 

The performance depicted in the figures above is 

estimated assuming that all data is accessible. 

However, the suggested method places the data in 

local healthcare systems and prevents it from being 

forwarded to servers. As a result, the dataset dK is 

partitioned into ten smaller datasets numbered dK1 

0
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through dK10. Similarly, dU,1 to dU,10, dC1,1 to dC1,10, 

dC2,1 to dC2,10, dC3,1 to dC3,10, and dC4,1 to dC4,10 are 

formed from dU datasets, as are dC1, dC2, dC3, and dC4. 

The separated datasets are located in local healthcare 

systems (Client), and none of these data are stored on 

the server owing to privacy concerns. On the server, a 

time series-based learning model is defined. This 

model is then given to ten clients depending on the 

written codes. The received model is applied to the 

data in clients, and the model is trained. The models' 

output (weight matrix) is then provided to the servers. 

The results are aggregated on the servers and resent 

to the clients. Table 3 displays the acquired results.

 

 
Table 3. Comparing the accuracy of the trained model in Local HIS systems and aggregated via federated learning architecture 

 partial1 

DS 

Partial2 

DS 

Partial3 

DS 

Partial4 

DS 

Partial5 

DS 

Partial6 

DS 

Partial7 

DS 

Partial8 

DS 

Partial9 

DS 

partial10 

DS 

Total 

DS  

dK ds=dK,1 

Acc=0.9

31  

ds=dK,2 

Acc=0.9

25 

ds=dK,3 

Acc=0.9

13 

ds=dK,4 

Acc=0.9

33 

ds=dK,5 

Acc=0.9

28 

ds=dK,6 

Acc=0.9

20 

ds=dK,7 

Acc=0.9

19 

ds=dK,8 

Acc=0.9

26 

ds=dK,9 

Acc=0.9

21 

ds=dK,10 

Acc=0.9

18 

Acc=0.9

39 

dU ds=dU,1 

Acc=0.9

61  

ds=dU,2 

Acc=0.9

71 

ds=dU,3 

Acc=0.9

72 

ds=dU,4 

Acc=0.9

75 

ds=dU,5 

Acc=0.9

73 

ds=dU,6 

Acc=0.9

81 

ds=dU,7 

Acc=0.9

72 

ds=dU,8 

Acc=0.9

69 

ds=dU,9 

Acc=0.9

80 

ds=dU,10 

Acc=0.9

70 

Acc=0.9

85 

dC

1 

ds=dC1,1 

Acc=0.9

13  

ds=dC1,2 

Acc=0.9

21 

ds=dC1,3 

Acc=0.9

11 

ds=dC1,4 

Acc=0.9

33 

ds=dC1,5 

Acc=0.9

25 

ds=dC1,6 

Acc=0.9

31 

ds=dC1,7 

Acc=0.9

37 

ds=dC1,8 

Acc=0.9

29 

ds=dC1,9 

Acc=0.9

34 

ds=dC1,1

0 

Acc=0.9

28 

Acc=0.9

41 

dC

2 

ds=dC2,1 

Acc=0.8

11  

ds=dC2,2 

Acc=0.8

14 

ds=dC2,3 

Acc=0.7

97 

ds=dC2,4 

Acc=0.9

21 

ds=dC2,5 

Acc=0.8

12 

ds=dC2,6 

Acc=0.7

92 

ds=dC2,7 

Acc=0.8

19 

ds=dC2,8 

Acc=0.8

24 

ds=dC2,9 

Acc=0.8

10 

ds=dC2,1

0 

Acc=0.7

99 

Acc=0.8

23 

dC

3 

ds=dC3,1 

Acc=0.7

51  

ds=dC3,2 

Acc=0.7

43 

ds=dC3,3 

Acc=0.7

66 

ds=dC3,4 

Acc=0.7

59 

ds=dC3,5 

Acc=0.7

39 

ds=dC3,6 

Acc=0.7

52 

ds=dC3,7 

Acc=0.7

50 

ds=dC3,8 

Acc=0.7

44 

ds=dC3,9 

Acc=0.7

53 

ds=dC3,1

0 

Acc=0.7

53 

Acc=0.7

83 

dC

4 

ds=dC4,1 

Acc=0.6

22  

ds=dC4,2 

Acc=0.6

34 

ds=dC4,3 

Acc=0.6

51 

ds=dC4,4 

Acc=0.9

57 

ds=dC4,5 

Acc=0.6

41 

ds=dC4,6 

Acc=0.6

48 

ds=dC4,7 

Acc=0.6

36 

ds=dC4,8 

Acc=0.6

59 

ds=dC4,9 

Acc=0.6

45 

ds=dC4,1

0 

Acc=0.6

60 

Acc=0.6

91 

 

5-4- Comparison with Recent Studies  

To demonstrate the outperformance of the proposed 

approach, its performance is compared with that of 

Karimi [44] and Cotrini [46]. These methods have 

calculated the accuracy of their methods using 

machine learning algorithms. The results show the 

higher performance of the proposed method 

compared with others in problems that include time 

series conditions. Employing the machine learning 

models based on time series in dK, dU, dC1, dC2, dC3, 

and dC4 using federated learning has a higher 

accuracy compared to the method presented by 

Karimi and Cotrini, as shown in Figure 7. The 

accuracy of the suggested model, which is based on 

time series, is compared with the research of Karimi 

and Cotrini in each local data corresponding to dK1 to 

dK10, as well as dU1 to dU10, dC1,1 to dC1,10, dC2,1 to 

dC2,10, and dC3,1 to dC3,10, dC4,1 to dC4,10 and shown in 

Table 4.
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Figure 7. The accuracy comparison of the proposed method with other methods 

 
 

 

Table 4. Comparing the accuracy of the trained model in Local HIS systems in each local data 

 
partial1 

DS 

Partial2 

DS 

Partial3 

DS 

Partial4 

DS 

Partial5 

DS 

Partial6 

DS 

Partial7 

DS 

Partial8 

DS 

Partial9 

DS 

partial10 

DS 

Aggrega

ted DS 

dK 

Karimi[4

4] 

Cotrini[4

6] 

Proposed 

approach 

ds=dK,1 

Acc=0.9

34 

Acc=0.8

45 

Acc=0.9

31 

 

ds=dK,2 

Acc=0.9

31 

Acc=0.8

44 

Acc=0.9

25 

 

ds=dK,3 

Acc=0.9

3 

Acc=0.8

41 

Acc=0.9

13 

 

ds=dK,4 

Acc=0.9

43 

Acc=0.8

29 

Acc=0.9

33 

 

ds=dK,5 

Acc=0.9

48 

Acc=0.8

39 

Acc=0.9

28 

 

ds=dK,6 

Acc=0.9

37 

Acc=0.8

39 

Acc=0.9

20 

ds=dK,7 

Acc=0.9

39 

Acc=0.8

40 

Acc=0.9

19 

 

ds=dK,8 

Acc=0.9

46 

Acc=0.8

29 

Acc=0.9

36 

ds=dK,9 

Acc=0.9

41 

Acc=0.8

24 

Acc=0.9

21 

 

ds=dK,10 

Acc=0.9

38 

Acc=0.8

34 

Acc=0.9

18 

 

 

Acc=0.9

43 

Acc=0.8

49 

Acc=0.9

39 

dU 

Karimi[4

4] 

Cotrini[4

6] 

Proposed 

approach 

ds=dU,1 

Acc=0.9

61 

Acc=0.6

73 

Acc=0.9

61 

ds=dU,2 

Acc=0.9

71 

Acc=0.6

87 

Acc=0.9

71 

ds=dU,3 

Acc=0.9

65 

Acc=0.6

71 

Acc=0.9

72 

ds=dU,4 

Acc=0.9

70 

Acc=0.6

93 

Acc=0.9

75 

ds=dU,5 

Acc=0.9

75 

Acc=0.6

82 

Acc=0.9

73 

ds=dU,6 

Acc=0.9

84 

Acc=0.6

79 

Acc=0.9

81 

ds=dU,7 

Acc=0.9

72 

Acc=0.6

91 

Acc=0.9

72 

ds=dU,8 

Acc=0.9

79 

Acc=0.6

88 

Acc=0.9

65 

ds=dU,9 

Acc=0.9

76 

Acc=0.6

82 

Acc=0.9

80 

ds=dU,10 

Acc=0.9

65 

Acc=0.6

89 

Acc=0.9

70 

 

Acc=0.9

84 

Acc=0.7

04 

Acc=0.9

82 

dC1 

Karimi[4

4] 

Cotrini[4

6] 

Proposed 

approach 

ds=dC1,1 

Acc=0.5

51 

Acc=0.4

80 

Acc=0.9

13 

ds=dC1,2 

Acc=0.5

24 

Acc=0.4

88 

Acc=0.9

21 

ds=dC1,3 

Acc=0.5

37 

Acc=0.4

72 

Acc=0.9

11 

ds=dC1,4 

Acc=0.5

42 

Acc=0.4

85 

Acc=0.9

33 

ds=dC1,5 

Acc=05

18 

Acc=0.4

9 

Acc=0.9

25 

ds=dC1,6 

Acc=0.5

43 

Acc=0.4

91 

Acc=0.9

31 

ds=dC1,7 

Acc=0.5

17 

Acc=0.4

7 

Acc=0.9

37 

ds=dC1,8 

Acc=0.4

98 

Acc=0.4

92 

Acc=0.9

29 

ds=dC1,9 

Acc=0.5

19 

Acc=0.4

86 

Acc=0.9

34 

ds=dC1,1

0 

Acc=0.5

23 

Acc=0.4

87 

Acc=0.9

28 

 

Acc=0.5

56 

Acc=0.5

01 

Acc=0.9

41 

dC2 

Karimi[4

4] 

Cotrini[4

6] 

Proposed 

approach 

ds=dC2,1 

Acc=0.4

75 

Acc=0.4

59 

Acc=0.8

11 

ds=dC2,2 

Acc=0.4

90 

Acc=0.4

61 

Acc=0.8

14 

ds=dC2,3 

Acc=0.4

94 

Acc=0.4

69 

Acc=0.7

97 

ds=dC2,4 

Acc=0.4

89 

Acc=0.4

71Acc=

0.921 

ds=dC2,5 

Acc=0.4

72 

Acc=0.4

72 

Acc=0.8

12 

ds=dC2,6 

Acc=0.4

99 

Acc=0.4

57 

Acc=0.7

92 

ds=dC2,7 

Acc=0.4

91 

Acc=0.4

79 

Acc=0.8

19 

ds=dC2,8 

Acc=0.4

82 

Acc=0.4

66 

Acc=0.8

24 

ds=dC2,9 

Acc=0.4

84 

Acc=0.4

63 

Acc=0.8

10 

ds=dC2,1

0 

Acc=0.4

97 

Acc=0.4

78 

Acc=0.7

99 

 

Acc=0.5

21 

Acc=0.4

82 

Acc=0.8

23 

dC3 

Karimi[4

4] 

Cotrini[4

6] 

Proposed 

approach 

ds=dC3,1 

Acc=0.4

89 

Acc=0.3

92 

Acc=0.7

51 

ds=dC3,2 

Acc=0.4

94 

Acc=0.3

87 

Acc=0.7

43 

ds=dC3,3 

Acc=0.4

87 

Acc=0.3

99 

Acc=0.7

66 

ds=dC3,4 

Acc=0.4

92 

Acc=0.4

04 

Acc=0.7

59 

ds=dC3,5 

Acc=04

92 

Acc=0.3

85 

Acc=0.7

39 

ds=dC3,6 

Acc=0.5

01 

Acc=0.3

90 

Acc=0.7

52 

ds=dC3,7 

Acc=0.4

97 

Acc=0.3

99 

Acc=0.7

50 

ds=dC3,8 

Acc=0.4

98 

Acc=0.3

85 

Acc=0.7

44 

ds=dC3,9 

Acc=0.4

89 

Acc=0.4

09 

Acc=0.7

53 

ds=dC3,1

0 

Acc=0.4

93 

Acc=0.3

96 

Acc=0.7

53 

 

Acc=0.5

03 

Acc=0.4

13 

Acc=0.7

83 

0

0.2

0.4

0.6

0.8

1

d_k d_u d_c1 d_c2 d_c3 d_c4
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Karimi[44] Cotrini[46] Proposed approach
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dC2 

Karimi[4

4] 

Cotrini[4

6] 

Proposed 

approach 

ds=dC2,1 

Acc=0.4

66 

Acc=0.3

77 

Acc=0.6

22 

ds=dC2,2 

Acc=0.4

580 

Acc=0.3

86 

Acc=0.6

34 

ds=dC2,3 

Acc=0.4

57 

Acc=0.3

92 

Acc=0.6

51 

ds=dC2,4 

Acc=0.4

55 

Acc=0.3

89 

Acc=0.9

57 

ds=dC2,5 

Acc=0.4

60 

Acc=0.3

74 

Acc=0.6

41 

ds=dC2,6 

Acc=0.4

71 

Acc=0.3

67 

Acc=0.6

48 

ds=dC2,7 

Acc=0.4

84 

Acc=0.3

90 

Acc=0.6

36 

ds=dC2,8 

Acc=0.4

72 

Acc=0.3

87 

Acc=0.6

59 

ds=dC2,9 

Acc=0.4

72 

Acc=0.3

75 

Acc=0.6

45 

ds=dC2,1

0 

Acc=0.4

57 

Acc=0.3

91 

Acc=0.6

60 

 

Acc=0.4

89 

Acc=0.4

01 

Acc=0.6

91 

 

6- Discussion  

The proposed approach's performance has been carefully 

investigated in six datasets, and it can be observed that the 

accuracy of the proposed access control works well in dK 

and dU datasets using traditional machine learning methods 

such as SVM, but in conditional datasets, regardless of the 

circumstances, because access is complicated depending 

on logs, the techniques outlined above have poorer 

accuracy in granting right permission. Meanwhile, with 

more complex conditions in dC1 to dC4 datasets, the 

suggested method employing deep recurrent networks, 

particularly the LSTM network, outperforms other 

algorithms. Another advantage of the proposed method is 

that it provides internet access in a short time, which is due 

to the use of hidden memory in the recurrent neural 

network, as well as the training of this network during 

each access and testing the network at the time of access 

request so that no additional burden is imposed on the 

access control system when a new request is received. 

Furthermore, using federated learning architecture protects 

user privacy in HIS systems and integrates knowledge 

from other systems to allow access to users. 

7- Conclusion 

In this paper, a new approach for granting access 

authorization in healthcare systems online based on 

intelligent module decisions was provided. The utilized 

module responds to access requests using time series 

learning models such as LSTM and GRU. Local data from 

healthcare systems cannot also be aggregated in a single 

dataset. As a result, federated learning architecture and 

machine learning algorithms were remotely applied to 

various healthcare systems. The servers were in charge of 

gathering various learnings and relaying them to the local 

systems to regulate access based on the experiences of all 

systems. The experimental results reveal that the 

performance of the access control system in local systems 

after implementing the federated learning architecture and 

aggregating the knowledge of local systems is lower than 

the performance of this system before implementing the 

proposed approach. 
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Abstract  
 As a fundamental device in acoustic echo cancellation (AEC) systems, the echo canceller based on adaptive filters relies on the 
adaptive approximation of the echo-path. However, the adaptive filter must face the risk of divergence during the double-talk 
periods when the near-end is present. To solve this problem, the double-talk-detector (DTD) is often used to detect the double-
talk periods and prevent the echo canceller from being disturbed by the other end of the speaker’s signal. In this paper, we 
propose a DTD based on a new method that can detect quickly and track accurately double-talk periods. It is based on the sum of 
energies of the estimated echo and the microphone signals which is continuously compared to the error energy. A window that 
moves with time and tracks energy variations of the different input signals of the DTD represents a fundamental feature of the 
proposed method compared to several other methods based on correlation. The goal is to outperform conventional normalized 
cross-correlation (NCC) methods which are well-known in terms of small steady-state misalignment and stability of decision 
variable. In this work, the normalized least mean squares (NLMS) algorithm is used to update the filter coefficients along speech 
signals which are taken from the NOIZEUS database. Efficiency of the proposed method is particularly compared to the 
conventional Geigel algorithm and normalized cross-correlation method (NCC) that depends on the cross-correlation between 
the microphone signal and the error signal of AEC. Performance evaluation is confirmed by computer simulation. 
 
 
Keywords: AEC; DTD; NLMS; NCC; Moving Window. 
 

1- Introduction 

The technique of acoustic echo cancellation (AEC) known 
for its interest in various applications of signal processing 
plays an important role in the field of telecommunications. 
The use of "hands-free" terminals allows maintaining the 
speaker’s freedom of movement and ensuring the comfort 
of conversations. When the acoustic echo is present in a 
troublesome way, specific treatment must imperatively be 
implemented to preserve the quality of communication. 
The object of such a treatment is to estimate the acoustic 
echo between the received signal (signal sent in the 
loudspeaker) and the output of the room (signal picked up 
by the microphone) then to subtract an estimate of this 
output’s signal without affecting the local speech signal in 
the case of double-talk (DT) [1,2]. This processing is done 
by using adaptive filtering where a double-talk-detector 
(DTD) is used to sense when the echo signal is corrupted 
by near-end signal. The role of this main function is to 
freeze adaptation of the filter coefficients when the near-

end speech is present in order to avoid divergence of the 
adaptive algorithm [3-5]. 
Other methods based on combined adaptive filtering 
without DTD retain the advantages of both fast 
convergence rate and small steady-state misalignment but 
suffer from the same problems encountered in this field, 
such as abrupt changes in the acoustic echo-path, 
surrounding noise, and tracking capability. Indeed, they 
are complex and consume more computing time [6, 7]. 
In this work, we propose an efficient DTD to solve the 
problem provoked by the acoustic echo with the capability 
to improve speech intelligibility during telephone calls. To 
do this, a simulation will be started to allow a comparative 
study with two other methods [8-11]. 
The paper is organized as follows, in Section 2, the 
acoustic echo canceller with the proposed DTD is 
presented. In Sections 3 and 4, the used methods and the 
proposed one are formulated. The computational 
complexity is illustrated in Section 5. Simulation results 
are discussed in Section 6. Finally, the conclusion is given 
in Section 7. 
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2- Acoustic Echo Cancellation 

The acoustic echo canceller is used to remove the echo 
created due to the loudspeaker-microphone environment. 
We present in Fig.1 the structure of the device based on 
the new DT-detection method. In this case, the proposed 
DTD is controlled with three input signals where the 
energies of the estimated echo ˆ( )y n  and the microphone 
signal d(n) are continuously compared to the error energy 
of the signal e(n). 

 

 
 

Fig. 1 Acoustic echo canceller with the proposed DTD 

Note that the far-end vector signal x(n)is filtered by the 
impulse response h modeling the room. At time n, the 
resulting signal (echo y(n)) is added to the near-end signal 
v(n) and background noise w(n) to give the corrupted 
microphone signal d(n). 
We have: 
 
d(n) = y(n) +v(n) + w(n)                                                   (1) 
 
x(n)is filtered through the impulse response h to get the 
echo signal:                                                               
 

y(n) = hTx(n)                                                                    (2)               
 
where: 
 
x(n) = [x(n)   x(n-1)   …   x(n-L+1)]T 
 h = [h0h1   …   hL-1]T 

  

We have assumed that the length L of the vector signal 
x(n) is the same as the effective length of the echo-path h.  
At time n, the estimated echo ˆ( )y n  is created by the 
convolution of the coefficients vector of adaptive filter 
ĥ(n) with the received input vector signal x(n). 

 
ˆ( )y n  = ĥT(n-1) x(n)                                                          (3) 

Where ĥ(n) = [ĥ0(n)   ĥ1(n)   …   ĥL-1(n)]T 
 

The estimated echo signal is subtracted from the 
microphone signal, and the error signal is therefore given 
by: 

ˆ( ) ( ) ( )e n d n y n= −                                                          (4) 

Error signal which represents the error of the impulse 
response estimation is used in the adaptive algorithm to 
adapt the L coefficients of the filter ĥ.  
Several algorithms have been used to update the adaptive 
filter coefficients to converge to the optimal solution such 
as least mean squares (LMS), normalized least mean 
squares (NLMS), recursive least squares (RLS), and affine 
projection algorithms [4,12-15]. As an adaptive filtering 
algorithm that allows updating the filter coefficients, we 
use NLMS [16] to validate the proposed method. This is 
one, of the most used adaptive filtering algorithms which 
is defined by: 
ˆ ˆ( 1) ( ) ( ) ( )

( ) ( )Tn n e n n
c n n

β
+ = +

+
h h x

x x                      
(5)  

Where ĥ(n +1) it is the next tap weight value, and ĥ(n) the 
current tap weight value of the adaptive filter. A constant β 
(0 <β < 2) controlling convergence is considered as a 
stabilization factor and a step size parameter used in 
updating the weight vector. The regularization parameter 
is a constant c > 0 that prevents division by zero [3, 12]. 
When the near-end signal is not present with any adaptive 
algorithm, the filter ĥ will quickly converge to an estimate 
of the echo-path h and this is the best way to cancel the 
echo. When the far-end signal is not present, or very small, 
the adaptation is stopped by the nature of the adaptive 
algorithm. When both signals are present, the near-end 
signal could disrupt the adaptation of filter ĥ and cause 
divergence. An effective DT-detection algorithm is used to 
stop adaptation of filter ĥ as fast as possible when the level 
of the near-end signal becomes appreciable in relation to 
the level of the far-end signal and to keep the adaptation 
going when the level of near-end signal is negligible. This 
is the case where it is important to use efficient DTD. 

3- Double-Talk-Detection  

DT-detection is used with an echo canceller to sense when 
echo signal is corrupted by near-end signal. Its role is to 
freeze the adaptation of the filter ĥ when near-end signal is 
present in order to avoid divergence of the adaptive 
algorithm. Typically, the DT-detection algorithm 
calculates a decision variable ξ(n) and the DT is declared 
when ξ(n) it is lower or upper than a threshold level 
T[10,11,17]. 
Methods based on DT-detection can be classified into two 
major categories, namely signal energy based and signal 
correlation based. Several methods such as cross-
correlation (CC) [18-22], coherence, voice activity 
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detection, and fundamental frequency estimation have 
been proposed in the literature [23-26]. Methods based on 
cross-correlation between the far-end and error signals are 
then proposed. Moreover, approximate versions, such as a 
normalized cross-correlation (NCC), are developed but 
with a different combination of DTD input signals. 
Therefore, we will discuss in this study two of the most 
prominent methods in order to demonstrate their 
underlying ideas. 

3-1- Geigel Method 

A simple but elegant DT-detection algorithm was 
proposed by Geigel which is widely used for its easy 
implementation [8]. It is usually limited to network echo 
application where the echo level is typically 6 dB below 
that of far-end signal. It performs an amplitude level 
comparison between the maximum of a length LG 
observation of x(n) and the microphone signal d(n), where 
the decision variable is defined as : 
 

{ }max ( ) , ( 1) ,...., ( 1)
( )

( )
G

G
x n x n x n L

n
d n

ξ
− − +

=        (6) 

 
LG it is a constant that determines the number of past 
samples of the far-end signal that are used for the DT-
detection. Decision is made by comparing ξG(n) with a 
suitable threshold level TG [19]. 

3-2- Cross-Correlation Method 

The first method based on the cross-correlation between 
the far-end signal and the error signal is proposed by Hua 
Ye and Bo-Xiu Wu [9]. Some approximate versions as 
NCC are appeared in different articles where each method 
differs from the others in the DTD input signals 
[10,11,27]. Among these, we find one that depends on the 
cross-correlation between the microphone signal d(n)and 
the error signal e(n) which we will use in this paper with 
the mentioned Geigel algorithm to compare them with the 
proposed method. Note that the performance of the 
proposed method in [11] is exactly similar to the best-
known cross-correlation based DTD [10].  
A statistical decision ξNCC of the NCC method is given by 
[11]: 

2

ˆ ( )
( ) 1

ˆ ( )
ed

NCC
d

r n
n

n
ξ

σ
= −                                                    (7) 

Where red is the cross-correlation between e(n) and d(n), 
and  σd2 the variance of d(n). 
ξNCC(n), it is based on estimates ˆ ( )edr n and 2ˆ ( )d nσ which 
are found by using exponential weighting recursive 
estimation form [28, 29]: 

 

2 2

ˆ ˆ( ) ( 1) (1 ) ( ) ( )
ˆ ˆ( ) ( 1) (1 ) ( ) ( )
ed ed

d d

r n r n e n d n

n n d n d n

λ λ

σ λσ λ

= − + −

= − + −
  

Where λ  is the exponential weighting factor (0.9 <λ<1). 
It should be noted that this method based on recursive 
estimation has a remarkable performance. However, it is 
significantly simpler and computationally very efficient. In 
addition, its main advantage is that only the maximum 
value of cross-correlation needs to be computed instead of 
computing the entire cross-correlation vector required by 
the other algorithms [11]. 
In this work, we propose to compare particularly the NCC 
method with the proposed one which is based on a moving 
temporal window used to track energy variations of three 
vector signals: error vector signal e(n), microphone vector 
signal d(n) and estimated vector signal ˆ ( )ny .  

4- Proposed Method  

A fundamental feature of the proposed method compared 
to other ones is based on a window that moves with time 
to track energy variations of each input signal of the DTD. 
Three input signals to control the DTD are used where the 
sum of energies of the estimated echo and the microphone 
signals is continuously compared to the error signal 
energy.  

 
We get the three input vector signals of the proposed DTD 
at time n as: 

 
e(n) = [e(n)   e(n-1)   …   e(n-N+1)]T                                             (10) 
 
d(n) = [d(n)   d(n-1)   …   d(n-N+1)]T                                           (11) 
 

1 1ˆ ˆ ˆ ˆ( ) = [ ( )   ( - )   ...   ( - + )]TNn y n y n y ny                        (12) 

 
Where N it is a constant length of the temporal window 
chosen to compute initial energy. It determines the number 
of past samples for each input vector signal of the DTD. 
From equation 4, we define the energy of the error vector 
signal as:  

 
22 ˆ( ) ( ) -  ( )n n n=e d y

22 2 ˆ ˆ( ) ( ) ( ) 2 ( ) ( )Tn n n n n= + −e d y d y
 

 
With: ║.║, the Euclidian norm of a vector.  
Equation 15 can be defined as the decision variable EEξ
(n) of the DTD.   

(8) 

(9) 

  (13) 

(14) 
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2

22
( )

( )
ˆ( ) ( )

EE
n

n
n n

ξ =
+

e

d y
                                         

(15) 

With: 
0 < EEξ (n) < 1   if   { dT(n) ˆ ( )ny  } > 0 

      EEξ (n) > 1   if   { dT(n) ˆ ( )ny  } < 0 
 

 If d(n) and ˆ ( )ny are independents, EEξ (n) =1, it is the 
case of orthogonality when DT is present. 

 If d(n) = ˆ ( )ny , EEξ (n) = 0, it is the theoretical case of 
similarity when DT is not present. 

Variations values of EEξ (n) ≥ 0 reflect or not the presence 
of DT-situations. In Fig. 2, we show the variation range of 
the threshold levels (zones Z0 and Z1) where it will be 
judicious that a constant threshold level (TEE), will be set 
initially in zone Z0 to control the adaptive filter ĥ.  
The binary decision is then calculated as follows: 
 if   ξEE     >  TEE,   DT detected, the binary decision = 1, 

then no adaptation of the filter ĥ; 
 if  ξEE  ≤ TEE, DT not detected, the binary decision = 0, 

then adaptation of the filter ĥ. 
In practical cases or under hostile environments, the 
choice of a fixed threshold level with other methods will 
no longer be valid and must imperatively be replaced by 
an adaptive threshold [30]. However, the proposed method 
presents a nice property based on its ability to initially set 
one and only one fixed threshold level with TEE ≈ 0.When 
the far-end signal is present, the relation between the 
vector signals d(n) and ˆ ( )ny swings between two states : 
slightly correlated (when v(n) ≠ 0) and strongly correlated 
(when v(n) = 0). It is considered that if the value of the 
threshold level TEE is fixed in the zone Z0, the better the 
correlation between the two vector signals ( d(n) and 
ˆ ( )ny ) and the adaptation of the filter ĥ will be initiated. 

Initial energies of the different input vector signals of the 
DTD are computed with a constant length N of the 
temporal window. The energy evolution of each vector 
signal is based on the preliminary calculation of an initial 
quantity of energy with a small number N of samples.  
We have:  

1
2 2( ) ( )

N j

i j

j e i
+ −

=

= ∑e                                                      (16)

1
2 2( ) ( )

N j

i j
j d i

+ −

=

= ∑d                                                  (17)  

1
2 2ˆ ˆ( ) ( )

N j

i j
j y i

+ −

=

= ∑y                                                  (18) 

Initially, the decision variable is calculated as: 

2

22
0

0
0 0

( )
( )

ˆ( ) ( )
EEξ =

+

e

d y
                                           

(19) 

 
When error signal e(n) evolves with time, we get the 
following: 

 
at time n=1 

1
2 2 2 2 2

1 0
1 0( ) ( ) ( ) ( ) ( )

N N

i i
Ne i e i e e

−

= =

= = − +∑ ∑e               

       
2 2 20 0( ) ( ) ( )Ne e= − +e                                   (20) 

at time n=2  

2
1

2 2 2 2

2 1
2 1 1( ) ( ) ( ) ( ) ( )

N N

i i
Ne i e i e e=

+

= =

+= − +∑ ∑e
           

 

       
2 2 21 1 1( ) ( ) ( )Ne e += − +e                  (21)

   
      
 

at time n=k 
 

2 2 2
1 2

2 2

1
1 1( ) ( ) ( ) ( ) ( )

N k N k

i k i k
k k N ke i e i e e=

+ − + −

= = −

− + −= − +∑ ∑e
    

 

      
2 2 21 1 1( ) ( ) ( )k k N ke e− − + −= − +e               (22) 

 
Idem, we get with d(k) and ˆ ( )ky :     
 

2 2 2 21 1 1( ) ( ) ( ) ( )k k k N kd d− − + −= − +d d           (23) 
2 2 2 21 1 1ˆ ˆ ˆ ˆ( ) ( ) ( ) ( )k k k N ky y− − + −= − +y y

         
(24)  

 
Decision variable that evolves continuously with time is 
given at k (k > 0) by: 

 
2 2 2

2 22 2 2 2

1 1 1

1 1 1 1 1 1

( ) ( ) ( )
( )

ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ) ( )
EE

k k N k
k

k k N k k k N k

e e
d d y y

ξ
− − + −

− − + − − − + −

− +
=

− + + − +

e
d y  

5- Computational Complexity 

As previously reported, energy evaluation of each input 
vector signal of the DTD is computed by using a temporal 
window initialized at the beginning with a constant length 
N. The calculation moves with time sample by sample and 
the decision variable is then evaluated on each time. In 
Fig. 3, we show an example of a moving temporal window 
which tracks energy variations of a signal. 

(25) 
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Fig. 2 Variation range of the threshold levels 

 
Fig. 3 Moving temporal window 

It should be noted that the initial calculation of the energy 
performed on N samples for each input vector signal is 
done only at the beginning of the process. Thus, and as the 
evolution of these signals with time, the squared 
calculation will be done only on the new sample which 
replacing the oldest. Accordingly, by moving the window 
sample by sample, the total energy of each input signal 
will evolve continuously.  

After N iterations, a first move of the window is thus 
achieved and the process works like a FIFO memory. The 
Fig. 4 shows an example of the first move of the initial 
window. At each time and for each input vector signal, we 
have one and only one squared sample computed. We 
require per iteration: 1 addition, 1 division and for each 
signal vector, 1 multiplication, 1 addition and 1 subtraction 
to compute the decision variable (i.e. 11 operations). A 
comparison between the previous and proposed method 
for the total number of computations per iteration is given 
in Table 1.  
 

Table 1: Computational complexity per iteration 

Method    Add      Sub    Mul Div  Comp 

Geigel     0 0   0 1 LG -1 

NCC     2 1   6 1 0 

Proposed     4 3   3 1 0 
 
The comparison indicates that Geigel method has a higher 
computational complexity. The algorithm depends directly 
on the tap-length LG of the window used to calculate the 
maximum of x(n) samples. On the contrary, the proposed 
and NCC methods are independent regardless of this 
parameter. Furthermore, the proposed method remains 
faster than NCC with only three operations of 
multiplication per iteration. It appears that the proposed 
method can be considered more efficient for optimizing 
computation time. 

 

                                                                  

Fig. 4 First Move of the initial window based on FIFO technique 
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6- Simulation results 

In this section, we evaluate the performances of the 
proposed method compared with Geigel and NCC using 
three different scenarios of speech signals (Sc1, Sc2, and 
Sc3) which are sampled at 8 kHz and issued from the 
NOIZEUS database. The echo model is based on the real 
impulse response with the length of echo-path L = 128   
[31,32]. The three scenarios are presented in Fig. 5.  
Three criteria for evaluating the performance of the 
proposed method are used: Misalignment, Echo Return 
Loss Enhancement (ERLE) and the probability of miss 
detection (Pm) [33,34]. 
The criteria are given as follows: 

2ˆ ( )
( ) 10log10 2

n
Misalignment dB

 
− 

=  
 
 

h h

h

                (26) 

{ }
{ }

2( )
( ) 10 log10 2( )

E d n
ERLE dB

E e n
=

 
 
  
 

                          (27) 

( ) ( ) ( )
11

( ) ( )
1

M
x n v n n

nPm M
x n v n

n

φ∑
== −

∑
=

                                            (28) 

where: 
Pm is defined as the probability of detection failure when 
DT is present. 

( )x n is the voice activity detection of far-end signal x(n). 
( )v n is the voice activity detection of near-end signal v(n). 
( )nφ is the binary decision of the DTD. 

In the first step tests, a comparison of the different 
methods is performed with the background noise 
w(n)=0.Parameters used to update the adaptive filter ĥ are 
summarized in Table 2. Geigel, NCC and the proposed 
method have been performed respectively with the best 
parameter values selected for the scenario Sc1 and 
indicated in Table 3.   

 
Table 2: Parameter values of AEC adaptive filtering 

Parameter Value 

β 0.3 

C 5.10-6 

L 128 
 

Table 3: Parameter values selected for the different methods 

Method Parameter Value 

Geigel TG 0.8 

LG 128 

NCC TNCC 0.982 

λ 0.95 

Proposed TEE 0.001 

N 40 

 

Fig. 5 Speech signals of the three Scenarios, a) Scenario Sc1, b) Scenario Sc2, c) Scenario Sc3. 
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Table 4: Parameter values of ERLE of the different methods with the three Scenarios. 
Scenario Geigel NCC Proposed  

 Peak Average Min Peak Average Min Peak Average Min 
Sc1 46,49 17,14 -0,77 51,38 17,77 -0,33 52,19 19,96 -0,65 
Sc2 60,50 19,69 -1,34 62,80 14,60 -0,47 67,96 23,97 -0,51 
Sc3 47,98 11,26 -0,32 45,80 10,63 -0,96 45,85 11,47 -0,98 

 
The ERLE criterion is considered to be one of the most 
used criteria in performance measurements of AEC 
algorithms. Recommendation G.131 of the International 
Telecommunications Union (ITU) requires an 
attenuation of more than 40 dB in the absence of double-
talk [35]. The obtained results with the above scenarios 
presented in Table 4 and Fig. 6, confirm the superiority 
of the proposed method with peak values of an echo 
attenuation more than (52 dB for Sc1, 67 dB for Sc2, and 
45 dB for Sc3).   

 
Fig. 6 Evolution of ERLE average of the different methods with the 

three scenarios

 
In Fig. 7, we compare the performance of the different 
methods in terms of misalignment. We remark that in the 
single-talk and before the apparition of the DT-period, the 
filter ĥ converges. Indeed, the proposed method maintained 
the constancy of the filter coefficients as soon as a DT-
period occurred, whereas the NCC does false detection with 
a relative divergence. The Geigel method has detected too 
late the occurrence of DT-period with more divergence of 
the filter ĥ. Therefore, the proposed method shows its 
superiority in terms of small steady-state misalignment and 
stability of decision variable.  
In order to validate the proposed method concerning the 
choice of the parameter value of TEE indicated in Table 3, we 
propose to illustrate in Fig. 8 the evolution of the decision 
variable EEξ (n) obtained with the above scenarios. 
 

b) 

 
a) 

 

c) 

 
Fig. 7 Misalignment evaluation of the different methods with the three scenarios: a) Sc1, b) Sc2, c) Sc3.
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Fig. 8 Evolution of the decision variable of the proposed method with the 

three scenarios: a) Sc1, b) Sc2, c) Sc3. 

It appears that with the scenarios (Sc1, Sc2 and Sc3) the 
decision variable EEξ (n) displays a very close value to 
zero during single-talk periods and confirms the choice of 
a constant threshold level fixed in the zone Z0.  
To assess the impact of the fixed threshold level on the 
performance of the above methods, we show in Fig.9 the 
misalignments obtained with different threshold levels for 
the two scenarios (Sc2 and Sc3). It can be seen that the 
proposed method shows for an appropriate threshold level 
(TEE = 0.001) initially set in zone Z0 with scenario Sc1, 
leads to a result without degradation of the misalignment 
performance in scenarios Sc2 and Sc3. On the other hand, 
with Geigel and NCC methods, it can be seen that the 
threshold levels chosen with scenario Sc1 have been 
replaced by other more adequate threshold levels thus 
maintaining the performance of the corresponding 
misalignments. Therefore, we consider that for the 
proposed method, the TEE threshold level initially set for a 
given scenario will also be valid with any other scenarios. 
Rather, Geigel and NCC methods will require an adaptive 
threshold level to maintain misalignment performance. 

      a) 

 
      b) 

 
Fig. 9 Misalignment evaluation of the different methods 

with variable threshold, a) Sc2, b) Sc3. 
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In Fig. 10, we propose to evaluate with scenario Sc1 the 
impact of the length N on the misalignment of the 
proposed method. The results show misalignments with 
different values of N which demonstrate that a better 
performance is obtained with an appropriate set of N 
(N<100). We confirm that the preliminary calculation of 
energies requires a small number of samples and a reduced 
length N of the moving temporal window justifies a good 
tracking capability. 

 
Fig. 10 Misalignment evaluation of the proposed method with different 

values of the length N 

In order to evaluate ERLE and misalignment in a noisy 
environment (w(n) ≠ 0),an independent white Gaussian 
noise is added to the echo signal of the scenario Sc1 with 
different signal-to-noise ratio (SNR) in the period between 
6400 and 60000samples. Note that a constant noise with 
SNR = 50 dB is added only to the first 6400 input samples.  

 
 
 
 

The SNR is defined as: 

          

2
( )

( ) 10 log10 2
( )

E y n
SNR dB

E w n
=

  
   
 

  
   

 

Near-end and Far-end signals are used with different levels 
of near-end-to-far-end ratio (NFR), which is calculated as:  

     

2
( )

( ) 10 log10 2
( )

E v n
NFR dB

E x n
=

  
   
 

  
     

We show in Table 5 parameter values of ERLE in a noisy 
environment obtained from the different methods with 
scenario Sc1. The results demonstrate a better and an 
appropriate ERLE values performed by the proposed 
method compared to Geigel and NCC. 
Fig.11, illustrates clearly the superiority of ERLE average 
values obtained by the proposed method in a noisy 
environment. 

 
Fig. 11 Evolution of ERLE average for the different methods in a noisy 

environment 
Table 5: Parameter values of ERLE of the different methods in a noisy environment. 

SNR 
(dB) 

 Geigel NCC Proposed 
 Peak Average Min Peak Average Min Peak Average Min 

5  38,46 3,26 -1,36 38,46 -8,75 -30,54 38,46 4,20 -0,90 

10  38,46 4,34 -1,19 38,46 -7,67 -32,05 38,46 5,38 -0,72 

15  38,46 5,50 -1,41 38,46 -6,79 -31,90 38,46 6,74 -0,55 

20  38,46 6,76 -1,10 38,46 -1,79 -23,13 38,46 8,22 -0,50 

25  38,46 8,00 -1,18 38,46 1,95 -9,94 38,46 9,79 -0,57 

30  38,46 9,71 -1,16 38,46 4,89 -7,92 40,80 11,67 -0,59 
 
Misalignment evaluation in a noisy environment with 
scenario Sc1 is illustrated in Fig. 12. The results show 
that the proposed method presents good performances in 
terms of misalignment and minimizing false detection in 

the DT-situation. Robustness against additive noise of 
the proposed method is clearly appeared compared to 
other ones. 
 

0 1 2 3 4 5 6

x 10
4

-30

-25

-20

-15

-10

-5

0

5

Samples

M
is

al
ig

nm
en

t (
dB

)

 

 

2 3 4

x 10
4

-26

-25

-24

-23 N = 20
N = 40

N = 100
N = 150

-10

-5

0

5

10

15

5 10 15 20 25 30

ER
LE

 (d
B)

SNR (dB)

Geigel NCC Proposed

(30) 

(29) 



    
   Makdir, Bouamar & Benziane, An Acoustic Echo Canceller using Moving Window to Track Energy Variations of ……. 

 
 

114   

0 1 2 3 4 5 6

Samples 10 4

-25

-20

-15

-10

-5

0

5

M
isa

lig
nm

en
t(d

B)

Geigel

NCC

Prposed

0 1 2 3 4 5 6

Samples 10 4

-25

-20

-15

-10

-5

0

5

M
is

al
ig

nm
en

t(d
B)

Geigel

NCC

Prposed

a) 

 

b) 

 
 

c) 

 

 
d) 

 

Fig. 12 Misalignment evaluation of the different methods in a noisy environment, a) SNR=5 dB, b) SNR=15 dB, c) SNR= 25 dB, d) SNR= 30 dB

To simulate the change in the echo-path, we increase the 
gain of the acoustic channel by 10 at sample 31000. The 
obtained results with scenario Sc1 are shown in Fig. 13. 
They demonstrate a good tracking capability by the 
proposed method which can distinguish between the 
near-end signal and an abrupt change of the acoustic 
channel.   
Objective performance evaluation based on the 
probability of missed detection Pm is presented in Fig. 
14. It is calculated with SNR = 20 dB as a function of 
NFR values varying between -10 dB and 20 dB. The 
used threshold for each method is chosen to give a 

probability of false detection Pf = 0.2 which is defined as 
the probability of declaring detection when DT does not 
exist. It is calculated without the near-end signal as: 

1
( ) ( )

1

M
P x n nf M n

φ= ∑
=

 

The obtained result demonstrates that the proposed 
method is better than Geigel and NCC in terms of the 
probability of missed detection when NFR varies more 
than -10 dB. 
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Fig. 13 Misalignment evaluation with a change in the echo-path 

 
                 Fig. 14 Probability of missed detection 

7- Conclusion 

In this paper, we have presented a new and efficient 
method used for AEC systems where the main purpose is 
to halt quickly and accurately the update filter 
coefficients during the DT-periods. The method is based 
on a moving temporal window that tracks variations of 
the error energy compared to the sum of energies of the 
estimated echo and the microphone signals. We consider 
that the decision variable based on a window that moves 
with time to track variations of the error energy improves 
the distinguishing capability between far-end and near-
end speech signals. Computer simulation has 
demonstrated the superiority of the proposed method in 
terms of small steady-state misalignment, high ERLE, 
and robustness against the additive white noise and 
abrupt change in the echo-path. It has also presented 
improvement in terms of minimizing the number of miss 
detection and false alarm with no variable threshold 
level. As an algorithm performed with FIFO technique, 
the proposed method can be considered also efficient for 
optimizing computation time. It is significantly simpler 
and has the capability to outperform conventional NCC 
methods. Further work remains necessary to compare it 
with other recent methods. 
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Abstract  
Sentiment analysis is a process through which the beliefs, sentiments, allusions, behaviors, and tendencies in a written 

language are analyzed using Natural Language Processing (NLP) techniques. This process essentially comprises of 
discovering and understanding people's positive or negative sentiments regarding a product or entity in the text. The 
increased significance of sentiments analysis has coincided with the growth in social media such as surveys, blogs, Twitter, 
etc. The present study takes advantage of the topic modeling approach based on latent Dirichlet allocation (LDA) to extract 
and represent the thematic features as well as a support vector machine (SVM) to classify and analyze sentiments at the 
aspect level. LDA seeks to extract latent topics by observing all the texts, which is accomplished by assigning the 
probability of each word being attributed to each topic. The important features that represent the thematic aspect of the text 
are extracted and fed to a support vector machine for classification through this approach. SVM is an extremely powerful 
classification algorithm that provides the possibility to separate complex data from one another accurately by mapping the 
data to a space with much larger aspects and creating an optimal hyperplane. Empirical data on real datasets indicate that 
the proposed model is promising and performs better compared to the baseline methods in terms of precision (with 89.78% 
on average), recall (with 78.92% on average), and F-measure (with 83.50% on average). 
 
 
 
Keywords: Natural Language Processing; Sentiment Analysis; Aspect-Level; Topic Modeling; LDA. 
 

1- Introduction 

Sentiment analysis or opinion mining is a research field 
aimed at expressing the behavior, sentiments, opinions, 
and analysis of various individuals regarding entities and 
their features. These entities can be goods, services, 
organizations, other individuals, events, and topics that 
have to do with information recovery and knowledge 
extraction from the test through data mining and natural 
language processing [1]. Text information in the world is 
divided into two groups of facts and sentiments [2]. Facts 
are real phrases about the entities, events, and their 
features, whereas sentiments are mental phrases that 
indicate the sentimental opinions of people and their 
thoughts and beliefs regarding an entity, event, or one of 
their features. So far, ample research has been conducted 
on factual information. For instance, information 
extraction [3], textual implication [4], text summarization 
[5], classification [6], clustering [7], and many other 
applications can be mentioned in natural language 
processing and text mining sciences [8]. In contrast, few 

studies have been conducted on sentimental information. 
One of the most important reasons for the shortage in 
studies on texts containing sentiments and beliefs 
compared to texts containing facts is the existence of much 
less sentimental information, particularly before the 
expansion of the worldwide web. Aside from the facts, 
beliefs and sentiments are quite significant too since we 
strive to know others' opinions whenever we want to 
decide on action [9]. 
We would ask the opinions of friends and families when 
deciding on the expansion of the worldwide web, and 
organizations and firms used to need public surveys, 
questionnaires, or interviews when they needed the 
opinions of the public regarding their goods or services 
[10]. The number of texts and pages containing sentiments 
started accelerating with the emergence of the worldwide 
web. In other words, the internet has changed how people's 
sentiments, opinions, and perspectives change so that 
people can reflect their opinions on commercial pages, 
internet groups, and blogs [11]. 
These online opinions of people make for a vast resource 
of assessable information that can be used for many 
applications. Basically, opinions and sentiments can be 
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analyzed at three levels of granularity, including document, 
sentence and word. The sentiment expressed in an entire 
text, for example, review sentence or document, is called 
overall sentiment. The task of analyzing overall sentiments 
of texts is normally formulated as classification problem, 
e.g., classifying a review sentence or document into 
positive or negative sentiment. Then, different types of 
machine learning approaches trained using different levels 
of granularity (features) have been applied for overall 
sentiment analysis. The existing methods at each of these 
three levels can also be categorized into three groups 
including supervised learning, semi-supervised learning, 
and unsupervised learning.  
The present study has adopted a hybrid approach 
combining supervised and unsupervised learning to 
perform topic modeling of texts and classify sentiments, 
respectively. Latent Dirichlet Allocation (LDA) was used 
for this purpose to model several latent variables (titles) in 
a set of texts encompassing words. A Support Vector 
Machine (SVM) was also used to classify and analyze 
sentiments in both positive and negative aspects. SVM 
learning precision and data classification in social media 
platforms can be enhanced using LDA for semantic 
extraction of the topics at the level or words’ roots. On the 
basis of this hypothesis, following two research questions 
were identified: 1) What is the overall performance of 
aspect-level sentiment analysis based on LDA topic 
modeling? 2) How efficient is hybrid machine learning 
approach to extract aspects for sentiment analysis? 
The main contributions of this research are as follows: 
• Develop a topic modeling approach for aspect-based 

sentiment analysis applicable to any product or 
service. 

• Specifically, identify the topics of books, electronics, 
video games, cell phones, luxury beauty and group 
their attributes into aspects. 

• Adopt a hybrid approach combining supervised and 
unsupervised learning to perform aspect-based 
sentiment analysis. 

 

2- 2- Literature Review 

Researchers have mainly studied the process of sentiment 
analysis in three grained levels so far including the 
document (text) level, the sentence level, and the aspect 
level [12]. A commented text document (.g. a critic on a 
product) is classified as a text indicating a completely 
positive or a completely negative opinion. This type of 
classification considers the while text as one unit of 
information and assumes that the desired text is a 
commented text containing opinions regarding a specific 
entity (e.g. a certain phone). Sentiment classification at the 
sentence level [13] classifies the single sentences in a text; 

however, one cannot assume that a comment has been 
made in each sentence. The conventional method is to first 
divide the sentences into commenting and non-
commenting sentences; a process called subjective 
classification. Then, the commenting sentences are 
classified into the sentences expressing positive comments 
and the ones expressing negative comments. Sentence-
level sentiment classification can also be formulated as a 
three-class categorization so that each sentence can be 
classified as positive, negative, or neutral. 
Compared to the document-level and sentence-level 
analysis, aspect-level analysis or sentiment analysis based 
on the aspect [14] is considerably more fine-grained. This 
analytical process extracts and summarizes users' opinions 
regarding the aspects/features of entities, which are called 
goals as well. For instance, the goal of aspect-based 
sentiment analysis in the case of a product's critics is to 
summarize the positive and negative opinions regarding 
the various aspects of the product, whether the overall 
opinion regarding the product is positive or negative. The 
main task of aspect-based analysis includes several sub-
tasks including aspect extraction, entity extraction, and 
classification of aspect sentiments. For instance, in the 
case of the sentence “IPhone’s audio quality is excellent 
but its battery is no good”, the task of aspect extraction is 
to identify "iPhone" as the entity, and the aspect extraction 
must recognize that "audio quality" and "battery" are two 
distinct aspects. Aspect-level sentiment classification must 
also classify the sentiment expressed regarding Iphone's 
audio quality as a positive sentiment and the one regarding 
Iphone's battery as a negative sentiment. It must be noted 
that aspect and entity extraction are combined in many 
algorithms to make it work easier, and are called 
sentiment/opinion goal extraction or aspect extraction 
overall.  
In user review mining, the approaches based on topic 
modeling and Latent Dirichlet Allocation (LDA) are 
important techniques used to extract the aspect of a 
product in aspect-based sentiment analysis [15]. The LDA 
approach has been proposed to address the problems and 
issues of LSA and PLSA algorithms [16]. LDA has been 
used in many sentiment analysis research works. In [17], 
LDA was used to understand the public response to 
COVID19 in Weibo. The authors collected 719,570 posts 
from the Weibo website using a web crawler and analyzed 
the data using text extraction techniques such as LDA 
topic modeling and sentiment analysis. Some of the results 
of this study indicated that in response to the COVID19, 
people learned about it, expressed their support for 
frontline workers and active individuals, give each other 
spiritual support, and expressed their concerns regarding 
life and economic revival when it some to preventive 
measures. Moreover, sentiment analysis indicated that the 
country's media and social media influencers help each 
other in posting positive sentiment information. 
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In [18], a new method is proposed to investigate the 
electronic reputation and negative sentiments regarding a 
tourism destination (Morocco in TripAdvisor) based on 
LDA. This study investigated around 39,216 TripAdvisor 
reviews from various attractions and places in Morocco to 
extract the latent aspects and dimensions in the reviews of 
tourists that have visited Morocco using LDA. Moreover, 
many studies using an adaptation of LDA for short texts 
have also been published, in which case the existing 
methods must be developed considering the problem of 
data scatter and the lack of synchronous patterns in short 
texts. In [15], an LDA-based method for aspect-level 
sentiment analysis of user reviews with short texts is 
proposed. The proposed method for aspect-level sentiment 
analysis was called the Sentence Segment LDA (SS-LDA). 
SS-LDA is a new adaptation of the LDA algorithm for 
product aspect extraction. Empirical results of 
examinations on some datasets revealed that SS-LDA is 
highly competitive in product aspect extraction. A similar 
work [19] was also performed social networks and micro-
blogs, notably during the COVID-19 pandemic. In this 
work, an aspect-oriented sentiment classification was 
proposed using a combination of the prior knowledge topic 
model algorithm (SA-LDA), automatic labelling 
(SentiWordNet) and ensemble method (Stacking). 
Experimental results have shown that the proposed SA-
LDA outperformed the standard LDA. 
Venugopalan and Gupta [20] proposed an unsupervised 
approach for aspect term extraction, a guided Latent 
Dirichlet Allocation (LDA) model that uses minimal 
aspect seed words from each aspect category to guide the 
model in identifying the hidden topics of interest to the 
user. The guided LDA model is enhanced by guiding 
inputs using regular expressions based on linguistic rules. 
The model is further enhanced by multiple pruning 
strategies, including a BERT based semantic filter, which 
incorporates semantics to strengthen situations where co-
occurrence statistics might fail to serve as a differentiator. 
The work has been evaluated on the restaurant domain of 
SemEval 2014, 2015 and 2016 datasets and has reported 
an acceptable evaluation. 
Chen et al. [21] also combined user information and 
product information for classification but carried this out 
through sentence-level and word-level consideration that 
can account for both user priorities and product features at 
both sentence and word levels. Similarly, Dou [22] used a 
deep memory network to collect user and product 
information. The proposed model can be divided into two 
separate sections. Long Short-Term Memory (LSTM) is 
used in the first section to learn the display of a text. A 
deep memory network made up of several computational 
layers is used in the second section to predict the critical 
ranking for each text.  
Mahadevaswamy and Swathi [23] investigated a technical 
review of sentiment analysis using a Bidirectional Long 

Short-Term Memory (LSTM) network. This network is 
deep and capable of leveraging long-term dependencies by 
bringing memory in the network for performing better 
analysis. Edara et al. [24] presented a deep learning model 
with LSTM network as an alternative to the classical 
sentiment analysis models. 
Iparraguirre-Villanueva et al. [25] proposed an architecture 
to find out what people think about Monkeypox disease. 
They used a hybrid model based on CNN and LSTM 
architecture to determine the classification accuracy. 
Mohbey et al. [26] also proposed a hybrid architecture 
model based on CNN-LSTM models to find out people's 
feelings regarding Monkeypox epidemic. Their research 
goal was to investigate how the common sense about the 
Monkeypox disease to help politician in understanding of 
how the common views the epidemic, more deeply. 
Although Recursive Neural Network with Long Short-
Term Memory (LSTM) has been among the most 
successful techniques in many fields [27-30], but some 
research [13] and [14] indicate that the Support Vector 
Machine (SVM) approach performs better than RNN deep 
learning approach in terms of aspect-level sentiment 
analysis. Aurangzeb et al. [31] proposed an ensemble 
method based on the Support Vector Machine (SVM) for 
aspect-level sentiment analysis. Their method comprised 
of taking advantage of an evolutionary approach based on 
the Genetic Algorithm (GA) combined with the power of 
the SVM algorithm to examine multi-label text data. 
Empirical results on seven datasets (medical, hotel, movies, 
automobiles, proteins, birds, emotions, and news) 
demonstrated that using the SVM-GA algorithm 
outperformed many state-of-the-art algorithms such as 
Bayesian probability models [32] MLP and CNN neural 
networks [33], and multi-component learning methods [33, 
35]. Therefore, this study also recommended an approach 
based on support vector machines combined with the 
advantages of LDA-based topic modeling techniques. 

3- Proposed Method 

Figure 1 demonstrates the process of the proposed method. 
The input data entering the system undergo preprocessing 
in the preprocessing stage, and the Eigenvalues are 
normalized. Then, topic modeling followed by reduction 
of the input data dimensions is carried out using the LDA 
algorithm to make the calculation more accurate and 
reduce calculation time. LDA observes all the words in the 
text, assigns the probability of each word belonging to 
each topic, and creates topics made out of words close to 
one another. Through this process, the redundant features 
that are not required in the analysis are eliminated, and 
only the features among the input data that affect the 
analysis remain. Then, training data extracted from the 
previous stage is used to build a support vector machine to 
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train the system so that it can learn the textual sentiment 
analysis pattern. Thus, the build model will in fact be the 
base for this sentiment analysis. At the next stage, the 
learning model created in the previous stage is used to 
perform the sentiment analysis based on input data and 
determine what the result of textual sentiment analysis is. 
Eventually, we assess the extent to which textual 
sentiment analysis has been conducted accurately given 
the outputs of the sentiment analysis system, and obtain 
the respective assessment metrics. The details of the 
proposed process are discussed in the following. 

 

Fig. 1 The process of the proposed method 

Algorithm 1 explains the details of how to use the 
proposed method. 
 
Algorithm 1. Aspect-Level Sentiment Analysis Based on 
LDA Topic Modeling 
   Input: Words w ∈ documents d 
   Output: Sentiment 
1. pre-processed text ← Pre-processing (w); 
2. Topics ← LDA (pre-processed text); 
3. Aspects ← Domain aspects; 
4. for each Topic do 
5.  Topic-Aspect mapping; 
6. end 
7. for each Aspect do 
8.  for each Sentence words w in d do 
9.   if w contains Topic words then 
10.    Add Sentence words to Aspect 
sentences; 
11.   else 
12.    Skip Sentence words w; 
13.   end 
14.  end 
15. end 
16.Sentiment Model ← SVMTrain (Aspect sentences); 
17. Sentiment Classification Score ←  SVMTest 
(Sentiment Model); 
18. for each Aspect Sentences in d do 
19.  if Sentiment Classification Score > 0 then 
20.   Sentiment ← Positive; 

21.  else  
22.   if Sentiment Classification Score < 0 
then 
23.    Sentiment ← Negative; 
24.   else 
25.    Sentiment ← Neutral; 
26.   end 
27.  end 
28. end 
 

3-1- Text Preprocessing 

Contrary to structured data, textual data are not easily 
accessible, so we have to use a process to extract the 
features out of textual data. One way to do so is to 
consider each word as a feature and find a criterion for the 
presence or absence of the word in a sentence or the 
document. This technique is called the Bag-of-Word 
(BoW). The first step to creating the BoW is to convert 
each document into a feature vector so that each vector 
demonstrates the words in each document. Term 
Frequency-Inverse Document Frequency (TF-IDF) is the 
conventional method to determine the importance of the 
words in this mode. Before any analysis, the TF-IDF data 
must be normalized. This section discusses how data are 
normalized. Suppose we have the set X with specific 
values as mentioned in the following equation: 

𝑋𝑋 = { 𝑋𝑋1 .𝑋𝑋2. …  .𝑋𝑋𝑛𝑛} 
Maximum and minimum members of the set are defined as 
Eqs. (1) and (2). 

𝑀𝑀𝑀𝑀𝑀𝑀(𝑋𝑋) = 𝑟𝑟 | 𝑟𝑟 ∈ 𝑋𝑋  ∧  ∀  𝑠𝑠 ∈ 𝑋𝑋 ∶ 𝑟𝑟 ≤ 𝑠𝑠  (1) 
𝑀𝑀𝑀𝑀𝑀𝑀(𝑋𝑋) = 𝑟𝑟 | 𝑟𝑟 ∈ 𝑋𝑋  ∧  ∀  𝑠𝑠 ∈ 𝑋𝑋 ∶ 𝑟𝑟 ≥ 𝑠𝑠 (2) 
The set of the normalized values of each member of 

X normalized to fall between the values of a and b are 
calculated as Eq. (3) shows. 

𝑁𝑁𝑁𝑁𝑟𝑟𝑁𝑁(𝑋𝑋) = { 𝑀𝑀 + (𝑏𝑏 − 𝑀𝑀) ∗ (𝑋𝑋𝑖𝑖 −   𝑀𝑀𝑀𝑀𝑀𝑀(𝑋𝑋)  /
 (𝑀𝑀𝑀𝑀𝑀𝑀(𝑋𝑋) −  𝑀𝑀𝑀𝑀𝑀𝑀(𝑋𝑋) )  | 𝑋𝑋𝑖𝑖 ∈ 𝑋𝑋 ∧  1 ≤ 𝑀𝑀 ≤ 𝑀𝑀  } (3) 
 
Thus, the data in the set will become more suitable for the 
respective analysis and comparisons. 

3-2- Topic Modeling of Text using LDA 

Latent Dirichlet Allocation (LDA) is an unsupervised 
technique for the extraction of thematic information from a 
set of documents without labeled data. The main idea 
behind LDA is that documents are presented as a random 
combination of latent topics, each topic being the 
probability distribution of the words. Fig. 2 illustrates a 
graphic LDA model. In this figure, the nodes are random 
variables, the edges are the conditional relationships 
between the variables, and the rectangles are the iteration 
of the sampling steps throughout the production process by 
the number shown in the lower right corner of the 
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rectangle. For instance, the inner rectangle which contains 
the random variables of z and w is repeated Nd times of D 
various documents. The variables hatched in the figure are 
observed variables and the non-hatched ones are the latent 
variables of the model. 

 

Fig. 2 The LDA structure in the form of a graphic probability model 

LDA assumes that textual documents display various 
topics, i.e. they are made up of words that belong to 
various topics, and the ratio of the topics in the document 
varies. We can classify the document into a specific topic 
considering these ratios. For this purpose, a fixed set of 
words are considered as the glossary. The LDA method 
assumes that each topic is a distribution on this set of 
words; i.e. the words that are from one topic have a high 
probability in that topic. We assume that these topics are 
already specified. Now, we produce the words for each 
document among the available documents through the 
following two steps: 
1. We randomly select the probability distribution on the 

topics; 
2. For each word in the document: 

2.1. We specify a topic randomly using the probability 
distribution from the previous stage; 

2.2. We select a word from the glossary randomly 
given the specified probability distribution. 

This probability model reflects how many topics each 
document is made up of. The first stage of this process 
demonstrates that various topics have different shares in 
one text. The second part of the second stage also indicates 
that each word in each document has been extracted from 
one of the topics while the first part of the second stage 
emphasizes that the topic has been selected from the 
probability distribution of topics on the documents. It must 
be mentioned that all documents include the same set of 
topics in this method, but each document incorporates 
different ratios of the topics. 

Fig. 3 demonstrates the LDA model. M represents the 
number of texts and N represents the number of words in 
each text. The parameters of the model include: 

α The Dirichlet prior distribution for the titles for 
each text 

β Dirichlet prior distribution for the distribution of 
words for each title 

𝜃𝜃𝑖𝑖 The distribution of the titles for the ith text.  
𝜑𝜑𝑘𝑘 The distribution of words for the kth title 
𝑧𝑧𝑖𝑖𝑖𝑖 The latent variables of the jth word in the ith text 
𝑤𝑤𝑖𝑖𝑖𝑖   The jth word in the ith text 
V the number of words 
𝜑𝜑 The 𝐾𝐾 × 𝑉𝑉  matrix of words’ distribution for each 

title 

 

Fig. 3 The LDA model display 

Only 𝑤𝑤𝑖𝑖𝑖𝑖 variables are observed and the rest are latent 
variables. Now, total data can be created based on the 
latent variables as follows: 

Selecting the 𝜃𝜃𝑖𝑖~𝐷𝐷𝑀𝑀𝑟𝑟(𝛼𝛼)  Dirichlet distribution for 
each 𝑀𝑀 ∈ {1, … ,𝑀𝑀} 

Selecting the 𝜑𝜑𝑘𝑘~𝐷𝐷𝑀𝑀𝑟𝑟(𝛽𝛽)  Dirichlet distribution for 
each 𝑘𝑘 ∈ {1, … ,𝐾𝐾} 

For each 𝑤𝑤𝑖𝑖𝑖𝑖: 
Selecting the title of 𝑧𝑧𝑖𝑖𝑖𝑖~𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑁𝑁𝑁𝑁𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝜃𝜃𝑖𝑖) 
Selecting the words 𝑤𝑤𝑖𝑖𝑖𝑖~𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑁𝑁𝑁𝑁𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝜑𝜑𝑧𝑧𝑖𝑖𝑖𝑖) 
More formally, Eq. (4) is used to calculate the word 

distribution according to the document. 
𝑝𝑝(𝑤𝑤𝑖𝑖|𝑑𝑑) = ∑ 𝑝𝑝�𝑤𝑤𝑖𝑖�𝑧𝑧𝑖𝑖�𝑝𝑝(𝑧𝑧𝑖𝑖|𝑑𝑑)𝐾𝐾

𝑖𝑖=1   (4) 

3-3- Sentiment Classification using SVM 

Support vector machine is among the relatively new 
methods that have indicated good performance over the 
recent years compared to the older classification methods. 
The basis of the SVM classifier is linear data classification 
in which we try to select the line with a higher confidence 
margin. Solving the equation to find the optimal line for 
the data is performed through quadratic programming (QP) 
methods that are known methods used for solving 
constrained problems. The 𝜑𝜑 function is used to take the 
data to a space with a much higher dimension before the 
linear division so that the machine and classify highly 
complex data. To solve problems with extremely high 
dimensions using these methods, the Lagrangian duality 
theorem is used to minimize the problem into its dual form 
where a simpler function called the Kernel function which 
is the vector multiplication of the 𝜑𝜑 function instead of the 
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complex Phi function that takes us to a space with high 
dimensionality. 

Suppose x is the input vector in a space with m 
dimensions and has been transferred to the news feature 

space of M using the base function ( ), 1,...,j x j Mϕ = . 

Thus, each next m input vector of xi, 1,...,i n= (n is the 
number of samples) will be converted into a new feature 
vector [ ]1 2( ) ( ), ( ),..., ( ) T

i i i M ix x x xϕ ϕ ϕ ϕ= . Then, 
the support vector separator is designed based on what was 
mentioned in the previous sections. The (nonlinear) 
function in the new feature space is created as 

0
ˆ ˆ ˆ( ) ( )Tf x x w wϕ= + (the equation can be simplified 

assuming 0:  ( ) 1x xϕ∀ = as the bias which is multiplied 

by 0ŵ ). The separator is 
ˆˆ ( )  ( )G x sign f x= as it used 

to be. The dimensions of the new feature space can be 
considered extremely large or even infinite, and 
calculations and losing generalizability are what things 
that cause restrictions in this field if the base functions are 
not considered adequately. For instance, consider Fig. 4). 
This dataset cannot be simply classified with a line in the 
input space. Mapping to a space with greater dimensions is 
used in such cases. 

 

Fig. 4 Mapping a dataset to a space with greater dimensions 

Thus, SVM tries to receive the input space with small 
dimensions and turn it into a space with greater 
dimensions using a method called the Kernel trick. This 
conversion turns an inseparable problem into a separable 
problem. These functions are called the Kernel functions. 
Kernel functions are pretty useful in nonlinear separation 
problems such as textual sentiment classification. 
Although Kernel methods implicitly work in large spaces, 
it can be demonstrated that increasing the number of 
dimensions dies not to reduce their accuracy since the 
statistical learning theory has confirmed that the Kernel 
method's generalizability is ultimately dependent on the 
number of the samples classified incorrectly at the training 
stage. Thus, the selection of the Kernel function is the 
most significant issue in SVM. Many methods and 
principles such as Diffusion kernel, Fisher kernel, String 
kernel, etc. have been introduced for this purpose, and 
research is being carried out to obtain the Kernel matrix 

from the available data. In practice, a lower-degree 
polynomial Kernel or a Radial Base Function (RBF) 
kernel with an acceptable with is a good starting point. An 
SVM with RBF Kernel which has been used in the present 
study (Eq. (5)) which is quite close to RBF neural 
networks with Radial Base centers that are automatically 
selected for SVM. 
𝐾𝐾(𝑋𝑋𝑖𝑖 ,𝑋𝑋𝑖𝑖) = 𝑒𝑒−�𝑋𝑋𝑖𝑖−𝑋𝑋𝑖𝑖�

2 2𝜎𝜎2�    (5) 

4- Experimental Result 

To evaluate the proposed method, the Amazon Review 
Dataset was used, which released in 2018 [36]. This 
Dataset includes reviews (ratings, summaries, text, time, 
helpfulness votes), product metadata (descriptions, 
category information, price, brand, and image features), 
and links. The data are available at 
https://cseweb.ucsd.edu/~jmcauley/datasets/amazon_v2/. 
A real sample of customer review is shown in Fig. 5. As 
observable, the customer review consists of five important 
aspects: 
• Rating: User rating of the product on a scale of 1 to 5.  
• Summary: The title of the review  
• Review text: The actual content of the review. 
• Review time: The real time of the review (raw). 
• Helpfulness: The number of people who found the 

review useful.  
These aspects will help us comprehend and analyze the 
reviews to classify sentiments.  

 
Fig. 5 Real Amazon customer review sample 

The structure of the data is in JSON format as follows: 
{ 

"reviewerID": "A2SUAM1J3GNN3B", 
"asin": "0000013714", 
"reviewerName": "J. McDonald", 
"helpful": [2, 3], 
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"reviewText": "I bought this for my husband who 
plays the piano.  He is having a wonderful time 
playing these old hymns. The music is at times 
hard to read because we think the book was 
published for singing from more than playing 
from. Great purchase though!", 
"overall": 5.0, 
"summary": "Heavenly Highway Hymns", 
"unixReviewTime": 1252800000, 
"reviewTime": "09 13, 2009" 

} 
We selected 5 per-category datasets, which includes 

5-core reviews and product metadata for each category, 
mentioned in Table 1. 

Table 1: Dataset description 

Per-category Description 

Books This category is about the reviews of 
books from Amazon1. 

Electronics 
Electronics is a review dataset [37] 
collected from the Electronics category on 
Amazon with Clothing as an auxiliary 
category. 

Cell Phones and 
Accessories 

This category is about Amazon reviews 
predictions of Cell Phones and 
Accessories. 

Luxury Beauty 
This category performs sentiment analysis 
on Amazon reviews for Luxury Beauty 
products. 

Video Games 
This category is about classification and 
topic analysis of video game reviews, 
trained on Amazon user reviews. 

1 https://cseweb.ucsd.edu/~jmcauley/datasets.html#amazon_reviews 
RapidMiner software was used to implement the 

proposed model. The parameters of SVM were set as 
Table 2. 

Table 2: Parameter setting 

Parameter Value Description 

C 10 It is the regularization parameter, C, of the 
error term 

kernel rbf It specifies the kernel type to be used in the 
algorithm 

degree 3 
It is the degree of the polynomial kernel 
function (‘poly’) and is ignored by all other 
kernels 

gamma auto 
It is the kernel coefficient for ‘rbf’, ‘poly’, 
‘sigmoid’. If gamma is ‘auto’, then 
1/n_features will be used instead 

 
10-fold cross-validation was used to evaluate the five 

groups in the dataset. This method splits each dataset into 
10 random sections and considers nine sections as the 
training and the remaining one section as the testing set 
each time. Then, it implements the proposed algorithms 10 
times, calculates the evaluation criteria, obtains their mean, 
and reports it as the final output.  
The two common evaluation criteria in sentiment analysis 
include precision and recall, which are quite applicable 
and tangible in the evaluation of various data mining 

algorithms. Precision and recall are defined in Eqs. (6) and 
(7), respectively: 

TPPrecision
TP FP

=
+    (6) 

TPRecall
TP FN

=
+     (7) 

Where TP (True Positive) represents the number of 
samples that have been correctly assigned to the positive 
class, FP (False Positive) indicates the number of samples 
that have been incorrectly assigned to the positive class, 
and FN (False Negative) represents the number of samples 
that have been incorrectly assigned to the negative class. It 
must be mentioned that positive and negative classes are 
the two positive and negative modes considered for the 
present data in the problem of sentiment classification. It 
can be demonstrated that every multiclass problem can 
easily be converted into a two-class problem by 
considering one class as positive and the others as negative 
each time. Thus, the calculations can be performed easily 
for the three classes of positive, negative, and neutral as 
well.  

In addition to the two mentioned criteria, there are 
other criteria called the F-measure which is calculated 
based on the harmonic mean of precision and recall as 
indicated in Eq. (8). 

2

2

(1 ) Precision RecallF
Precision Recallβ

β
β
+ × ×

=
× +   (8) 

One specific case of this parameter is the F-Score 
which equals F1 for β = 1 (Eq. (9)). 

𝐹𝐹1 =  2×𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑃𝑃𝑖𝑖𝑃𝑃𝑛𝑛×𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑃𝑃𝑖𝑖𝑃𝑃𝑛𝑛+𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅

   (9) 
These criteria can be used to present the results of the 

evaluation. To conduct a comparative analysis on the 
proposed method, its performance was compared to the 
three algorithms of Bagging [38], RNN-GRU [39], and 
LSTM-CRF [40]. Figures 6-8 demonstrate the comparison 
of precision, recall, and F-measure divided by the groups 
using all mentioned methods. As can be observed, the 
percentage of the mentioned criteria generally indicated 
better performance for the proposed method in all datasets 
which reveals that the proposed method is promising.  
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Fig. 6 Comparison between the proposed method and other methods’ 
precision (%) 

 

Fig. 7 Comparison between the proposed method and other methods’ 
recall (%) 

 

Fig. 8 Comparison between the proposed method and other methods’ F-
measure (%) 

Apart from the advantages of support vector 
machine's robustness, the use of topic modeling using the 
LDA algorithm improves precision, recall, and F-measure 
compared to the other methods. The proposed method had 
a favorable performance over the other methods for all 
cases of data with various observation probabilities, which 
clearly reveals its excellent performance. Although the 
proposed method has an insignificantly lower performance 
compared to the baseline method in a few cases, it leads to 
the best result and is the best method in most cases. 
Looking at Fig. 6-8, we found that using LDA topic 
modeling improves the performance of aspect-level 
sentiment. Returning to the question raised at the 
beginning of this study, it is now possible to state that 
using the hybrid machine learning approach is efficient to 
extract aspects for sentiment analysis.  

5- Conclusions and Recommendations 

The present study proposed a new ethod for textual 
sentiment analysis using the approach of topic modeling 
based on Latent Dirichlet Allocation (LDA) combined 
with a support vector machine. In the process of topic 
modeling, each text comprises various topics and each 
topic includes various words. The LDA algorithm 
observes all these texts and tries to create topics made up 
of words that are semantically close to one another by 
assigning the probability of belonging to each topic to 
each word. Aside from developing the topics, it makes 
connections between them and the texts in the dataset. The 
important features that represent the thematic aspect of the 
text are extracted through this method and are fed to a 
support vector machine. The support vector machine is an 
extremely powerful classification algorithm that provides 
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the possibility to accurately separate complex data from 
one another by mapping them to a space with extremely 
higher dimensions. As the results of the evaluation 
indicated, this approach was revealed to have higher 
precision, recall, and F-measure compared to the rival 
methods. 
To extend the proposed method, deep learning techniques 
combined with the advantages of topic modeling can be 
used for deep extraction and display of the features and 
model long-term dependencies inherent in the text. 
Moreover, other semantic approaches such as semantic 
role labeling and the use of Ontology can also replace or 
be combined with topic modeling. 
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Abstract  
Activity Recognition is essential for exploring human activities in smart homes in the presence of multiple sensors as 

residents interact with household appliances. Smart homes use intelligent IoT devices linked to residents' homes to track 
human behavior as humans interact with the home's equipment, which may improve healthcare and security issues for the 
residents. Although remarkable studies have been done for pattern recognition and prediction of human activities in smart 
homes based on single residents and multiple residents using wearable sensors. However, not much research has been done 
on using Activity Recognizing Ambient Sensing (ARAS) residents. In this paper, we suggested using the ARAS dataset and 
newly emerged algorithms such as Deep learning Models to predict the activities of daily living (ADL). We compared the 
performance of deep learning models (ANN, CNN, and RNN) with that of classification models (DT, LDA, Adaboost, GB, 
XGBoost, MPL, and KNN) to figure out the ADL in the smart home residents. The experimental results demonstrated that 
DL models outperformed with an excellent accuracy compared to conventional classifiers in houses A and B in recognizing 
ADL in smart homes. This work proves that Deep Learning Models perform best in analyzing ARAS datasets compared to 
traditional machine learning algorithms. 
 
 
 
Keywords: Conventional Classifiers; Deep Learning Model; Activity Recognition; Smart Homes; IoT; Feature Selection. 
 
 

1- Introduction 

The recognition of activities contributes to the 
improvement of multi-quality residents and security in a 
smart home environment by recognizing their activities of 
daily living (ADL) through using both Machine Learning 
(ML) Algorithms and Deep Learning (DL). Due to many 
tragedies happening abruptly in human life, such as covid-
19, many tragedies have created a need for people to take 
care of their health; Smart Homes have become a solution 
[1]. Activity identification is critical in identifying and 
monitoring ADL in Smart Homes, resulting in a better life 
for residents of smart homes. The study was carried out 
using the Activity Recognition with Ambient Sensing 
(ARAS), collected from two houses named houses A and 
B, using the installed sensor of different household 
appliances, which involved 27 various activities. This 
study used DL Models and popular Conventional 
Classifiers, i.e., DT, LDA, Adaboost, GB, XGBoost, MPL, 

and KNN. DL is one of the key players in facilitating data 
analytics and learning in the IoT field and gives more 
accurate results and stable predictions. 
Deep Learning (DL) is an algorithm that imitates the 
activities of the human brain to identify associations 
among massive amounts of data. DL technique learns 
complex functions and maps input to output directly from 
data by automatically learning features at multiple levels 
of abstraction. It is used to create algorithms to predict 
complex patterns and problems. It can adapt to changing 
inputs, allowing the network to produce the best possible 
result without redesigning the output criteria. DL is smart 
enough to learn and map nonlinear and complex relations, 
which is essential because many of the relationship issues 
between actual inputs and outputs are nonlinear and 
complex. After gaining knowledge from the preliminary 
information and their interrelations, DL can assume things 
on the unforeseen relationship issues with testing data, 
allowing the model to draw conclusions and predict the 
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testing data. DL differs from many other prediction 
methods in that it does not impose limits on the input 
values; additionally, several experiments have shown that 
DL can model better and produce better results [2, 3].  
On the other hand, the selected popular Conventional 
Classifiers are used to create robust models in 
classification problems [4, 5]. The Conventional Classifier 
techniques have been applied successfully in human 
activity recognition and achieved a reasonable recognition 
rate after feature selection and extraction on the ARAS 
dataset. However, few studies were conducted to compare 
conventional and deep learning in classifying human 
activities in the multiresident environment of smart homes.  
 

The Motivation and contributions of this paper sought to 
fill the void in smart homes by developing a robust model 
capable of extracting hidden information and insights to 
improve prediction accuracy by applying newly emerging 
techniques. The study contributes to the research 
community of human activity recognition in smart homes 
to improve different aspects of human lifestyle such as 
health status, security and safety, monitoring and 
controlling energy and water usage, reducing living 
expenses, and thus improving quality of life. The better the 
model, the better the quality of life for smart home 
residents, is reducing expenditures on various items at 
home such as electricity, and water, increasing healthcare 
and security for residents. 
 
This paper is structured as follows: The second Part briefly 
describes the interrelated works on Conventional 
Classifiers and Deep Learning; Third Section, presents 
Research Methodology used in this research; Fourth Part 
presents the analysis, performance, and discussions; and 
Fifth Part concludes and makes recommendations for 
future work. 
2- Literature Review 

This section explains previous related works reviewed 
concerning activity recognition for multiresident in smart 
homes, and the reviewed related research are as follows: 

Natani et al. [6] demonstrated human activity recognition 
using the ARAS dataset to identify ADL. In this study, 
two types of RNN, GRU and LSTM, were used to 
simulate the various activities of the multiple residents in 
House A.  The outcomes for 10days of GRU obtained 
76.57% accuracy. In comparison, LSTM achieved 74.82% 
accuracy, for 30days, GRU obtained 80.35% accuracy 
while LSTM reached 78% accuracy, and finally, for 
50days, GRU obtained 80.5% accuracy while LSTM 
achieved 79.08% accuracy, while on average, the author 
obtained 78%. 

Bhattacharjee et al. [7] studied human activity 
classification to recognize different human activities using 
PNN, SVM, BPNN, and RNN techniques. The study 
identified other ADLs, and the experimental results were 
94.10%, 59.11%, 97.40%, and 97.55% accuracy, 
respectively. The RNN outperformed the rest of the model 
by achieving 97.55% accuracy, predicting ADL. 
Wang et al. [8] researched activity recognition using a 
deep learning algorithm based on the sensor. The authors 
suggested Deep Learning Algorithms used in identifying 
activities of daily living (ADLs) in smart homes because 
they have been proved to give better accuracy in model 
prediction. 
 Liciotti et al. [9] proposed using DL applications to 
identify human activities in Home Automation. An 
experimental outcome indicates that the LSTM method 
outperforms the existing DL and ML methods, producing 
better results than the current literature. The authors 
suggest more research to test other similar data sets for 
comparative analysis on activity detection. 
Polat [10] developed a deep learning model to extract 
input data features automatically. In this regard, the 
researchers used LSTM, CNN, DBN, and RNN to test and 
train the models. The outcomes show that the suggested 
DL obtained an accuracy of 82.41%. The researcher 
recommends different human activity datasets and deep 
learning models and classifiers to enhance the model's 
efficiency. 
Vakili et al. [11] compared eleven ML methods and DL 
for classification problems using six datasets. The 
comparison was conducted using different performance 
evaluation metrics. The experimental results show that RF 
performed better than other classifiers while ANN and 
CNN outperformed DL models.  
Alshammari et al. [12] evaluated the performance of 
machine learning methods for ADL in Smart Homes; for 
this matter, the researchers employed several classifiers: 
DT, SVM, HMM, MPL, and Adaboost to address the 
problem. The experimental results demonstrate that the 
NN approach outperforms the other machine learning 
methods.  
Tran et al. [13] proposed using edge intelligence in 
recognizing human activity in Smart Homes. For this case, 
they used both ML and DL algorithms to address the 
problem. Thus, CNN and SVM were adopted for activity 
recognition. The experiments were done, and DL 
outperformed ML techniques; the model achieved an 
accuracy of 95% in activity recognition. The authors 
suggested that other neural models be investigated in 
future work to improve the accuracy. 
Park et al. [14] employed several deep neural networks to 
analyze residents' activities in a smart home using the MIT 
dataset. The experimental findings demonstrate that LSTM 
and GRU outshone other DL models; however, the dataset 
was too small to determine the best accuracy. 
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Akour et al. [15] performed a comparative study between 
standard traditional classifiers and deep learning to address 
ADL's effectiveness for older people. The CNN provided 
promising results in predicting ADL compared to ordinary 
conventional machine classifiers.  
Igwe et al. [16] established a supervised learning 
algorithm known as a margin setting algorithm (MSA). 
They used ARAS as a data set to recognize patterns in the 
activity of daily living ADL) for both two residents in the 
smart home. Researchers obtained an average activity 
accuracy of 68.85% for house A and 96.24% for house B 
from the experiments. Despite the models outperforming 
researcher suggested conducting a comparative study 
between supervised learning algorithms with other 
different ML classifiers in a larger dataset scale. 
Yun et al. [17] conducted a comparative analysis between 
classical machine classifiers (RF, SVM, IBL, and 
BayesNet). Deep learning algorithms were performed to 
detect human movements in smart homes using accuracy, 
precision, and recall evaluation metrics. Deep Learning 
outperformed with an accuracy of 90% compared to 
classical machine classifiers, which demonstrated poor 
performance. 
 
3- Methodology 

This section explains the methods deployed in this study, 
including the selected classifiers and the architecture of the 
activity recognition method. 

3-1- Deep Learning Algorithm 

Deep Learning (DL) was deployed in this study to identify 
human activities in smart homes using the ARAS dataset. 
The DL is a powerful NN formed by sophisticated 
mathematical modeling of various hidden layers in the 
NN and analyzing the data in a complex manner. In IoT 
data analytics, the DL Model is the most successful, 
produces the best results, and has been better than the 
conventional classifier [18, 19]. 
The DL is the most powerful among ML algorithms that 
process the input data to extract hidden insights from the 
dataset using dense layers, improving model accuracy. DL 
trains use massive amounts of data, eliminating the need to 
do a feature extraction manual as per conventional 
classifiers. Figure1 shows the Deep learning architecture 
model whereby the input layers receive binary data from 
observations. The binary data must be normalized or 
standardized to minimize the model's error and achieve the 
best model accuracy. The hidden layers use mathematical 
calculations on input data and nonlinear processing units 
to extract and transform features, while the output layers 
produce the desired results [20, 21] 
 

 
Fig.1 Structure of Deep Learning Model 

 
 
1-1- Figure 2 shows the architecture of the Activation 
Function with inputs (X1, X2, X3, X4, + …….Xn), where 
f(s) is a nonlinear function known as the activation 
function Oj as an output value of the current neuron. The 

primary role of the Activation Function is that it is used to 
calculate and decide the output of a neural network. 

 
 



    
Kasubi, Huchaiah & Hooshmand, A Comparison Analysis of Conventional Classifiers and Deep Learning … 

 
 

130 

 
Fig. 2 Activation functions in neural networks 

 
 
 
Figure 3 shows the suggested architecture for human 
activity recognition in multiresident based on smart homes 
using Deep learning and the ARAS dataset [22]. Before 
using Deep Learning to train the model, the ARAS data 
preprocessing was used to clean the dataset, perform 
feature scaling, and compute the sample size. Feature 

scaling was utilized to reduce model complexity while also 
increasing model accuracy. To ensure that we managed to 
achieve our goal, we used MinMaxScaler to sparse the 
datasets into zeros (0) and ones (1) 
 

 

 
Fig.3 Proposed Deep Learning Architecture 

 
 
 
3-2- Conventional Classifiers 

On the other hand, the study employed several popular 
conventional classifiers to recognize human activities in 
the Smart Homes using the ARAS dataset. This study 
employed a popular conventional classifier for 
comparative research with DL, which includes; DT-is the 
method used for solving classification problems, which 
uses internal nodes to represent a predictor variable. In this 
tree-structured classifier, each leaf node represents the 
outcome of the majority voting, and it is applied to and 
utilized in more than one classification [23]. LDA - is a 
statistical technique for binary and multiclass classification 
that reduces the number of features to a more manageable 

number before classification by assigning objects to one 
group among several groups. Hence, increasing the model 
accuracy [24]. Adaboost is a method used as an ensemble 
technique to build multiple models of the type using a 
sequential set of algorithms, reduce bias and variance, and 
convert weak learners into strong ones to create a robust 
model to improve the performance [25]. Gradient boosting 
(GB) is an ensemble strategy for enhancing the model's 
prediction performance using ensembles. Decision trees 
are often used because they combine multiple weak 
classifier models to create a robust predictive model 
employing a set of classifiers [26]. XGBoost method is a 
type of ensemble method that uses the framework of 
gradient boosted the decision tree to tackle classification 
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tasks. It uses enhanced regularization (L1 & L2) and 
parallel computation [27]. Multi-layer perceptrons (MLP) 
are often used for training input-output pairs for problem 
classifying and predicting input-output relationships. 
Training entails fine-tuning model parameters to reduce 
errors and thus improve model performance [28]. KNN- is 
the most straightforward algorithm used to classify a new 
data point into a target class depending on the features of 
its neighboring data points. The KNN algorithm believes 
that identical items are close to each other, and for better 
accuracy, it uses turning parameters to select the correct 
value of 'k' [29].  

The reasons for selecting the above-mentioned 
conventional classifiers are suitable for the 
multiclassification problem, simple to implement, fast to 
train and overcome overfitting, ability to compress the 
dataset into a manageable size, and ability to produce a 
robust model. Activity recognition plays a vital role in 
Smart homes by maintaining the residents' well-being and 
making life more meaningful. It helps enhance 
multiresidents quality of life and health in a smart home 
neighborhood 
 
 
 

 
 

 
Fig.4 Proposed Approach for conventional classifiers 

 
 
3-3- Data Preprocessing 

Data preprocessing is a data mining technique that 
transforms raw data into an understandable format. For 
this reason, we employed feature selection, and feature 
scaling. We calculated the sample size before creating 
models using DL and conventional classifiers in multiclass 
classification problems using the ARAS dataset. 

 
3-3-1 Feature Selection 

Feature Selection: A secret to the performance of any 
algorithm is the selection of relevant features; removing 
irrelevant features in the dataset reduces the computing 
complexity of the model, which in turn leads to 
outstanding accuracy. Feature selection was done to 
minimize overfitting, speed up training time, and improve 
the model accuracy. Univariate feature selection was 
employed to select randomly the 10 best features that have 
a strong relationship with the target variables. For this 
matter, we employed the sklearn library that provides the 
SelectKBest class that uses the chi-squared (chi2) 
statistical test to select the 10 best features from the ARAS 
dataset that are strongly dependent on the response [30]. 

 

∑ −
=

i

ii
C E

EOX )(2                             (1) 

Where; c – is the degree of freedom; O – is the observed 
value(s) and E–is the expected value(s) 
 
3-3-2 Feature Scaling 

Feature scaling was used to scale all values into the range 
of 0 and 1 to reduce model complexity and increase the 
model's accuracy. It was carried out using MinMaxScaler 
to sparse the datasets into zeros (0) and ones (1) to make 
sure that we achieve the best accuracy with the selected 
Conventional Classifiers and DL [31].  
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−
−

=
                             (2) 

Where; X – is the normalized data, Xi – is the original 
feature value, Xmin – is the minimum value, and Xmax – is 
the maximum value in the original dataset before scaling. 
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3-3-3 Imbalanced Dataset 

The ARAS dataset is imbalanced, so the SMOTE 
technique was applied to balance the dataset to solve this 
problem. Then, the dataset was divided into training and 
testing sets; for this reason, the imbalanced Learn library 
that provides the imblearn class was applied to cater to the 
imbalanced problem. After that, models were built using 
Conventional Classifiers and DL (DT, LDA, Adaboost, 
GB, XGBoost, MPL, KNN, and DL). Hence, a comparison 
between Deep learning and Conventional Classifiers was 
performed; DL was outshone compared by Conventional 
Classifiers [32, 33]. 

 
4- Experimental Results and Discussions 

This section explains the ARAS dataset, the findings, and 
discussions of the suggested methods for activity detection 
in multiresidents based on the ARAS dataset's smart 
homes. This study experimented with both DL and 
Conventional Classifiers using the ARAS dataset.  

4-1-Experimental Setup 

The data used during this research was collected by the 
ARAS (Activity Recognition with Ambient Sensing) 
dataset for multiresidents in smart homes to detect activity. 
The ARAS dataset was collected from two different real 
houses for two months in Turkey in 2013. The dataset 
involved 27 different types of activities and contained a 
total of 5,184,000 instances from each house which is a 
large dataset [34]. In this regard, both conventional 
classifiers and Deep Learning were employed to draw 
significant insight from Activities of Daily Living (ADL). 

4-2- Evaluation Matrices 

The study used four evaluation methods to examine the 
performance of our model, including Classification 
Accuracy (CA), recall, precision, and F1-measure. These 
metrics were used to evaluate the model's performance 
because accuracy alone is not enough to infer a model's 
performance. 
Accuracy: Is the value of the forecast divided by the total 
forecasting value 

)(
)(

FN+FP+TN+TP
TN+TP=Accuracy

               (3)
 

Precision: Is the actual positive value divided by the 
positive class value and false positive value. 

)(
)(Pr
FP+TP

TP=ecision
     (4)

 

Recall: It is called the True Positive rate. The positive 
truth value is divided by the actual positive and false 
negative values 

)(
)(Re
FN+TP

TPcall
     (5) 

F-1 Measure: Mean of Precision and Recall  

)Re(Pr
)Re*(Pr*21

call+ecision
callecision=ScoreF −

   (6) 
Whereas TP represents True Positive values, TN is a True 
Negatives value, FP is a False Positive, and FN is a False 
Negatives value. 
 

4-3- Analysis 

This section provides a comparative analysis obtained 
while implementing the proposed approach in developing 
a predictive model for activity recognition in 
multiresidents in a smart home environment using both 
Deep Learning and conventional classifiers. We first 
loaded the ARAS dataset and then loaded the basic 
libraries; we created the sequence model with dense layers. 
First, we constructed the dense layer with 128 neurons, 
and like the first, we had to specify the number of input 
dimensions (20), and ReLU was used as an activation 
function, the next layer was the dense layer with 256 
neurons, and ReLU was used as an activation function; 
then a dropout layer with 0.2% as the techniques used to 
overcome the issue of overfitting during the training of the 
model. After that, we had another dense layer with 64 
neurons, and ReLU was used as an activation function. 
Finally, we had a dense output layer, and softmax was 
used as an activation function; it converts the results in 
probability values. Next, we compiled the model, and 
since this is a multiclass classification, we used categorical 
cross entropy as the loss function and softmax as an 
optimizer. We also used categorical accuracy as a metric. 
Next, we trained the model using epochs=300 and 
batch_size=128; after that, we evaluated our model using a 
test dataset, and the model achieved an excellent accuracy 
compared to the conventional classifier. Finally, we cross 
checked the correctness of the predicted and expected 
values using the loop function and plotted model accuracy 
and model loss curves. 

On the other hand, conventional classifiers: The models 
were created using the sklearn library; in the preprocessing 
data stage, we applied feature scaling in the input values 
before developing a model for predictions to reduce the 
scatteredness of the data. For this matter, we used 
MinMaxScaler to carter for feature scaling in conventional 
classifiers. The ARAS dataset was divided into training 
and testing sets; then, models were developed using DT, 
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LDA, Adaboost, GB, XGBoost, MLP, and KNN. The 
performance metrics such as accuracy, precision, recall, 
f1-score, and correlation matrix were applied to evaluate 
the performance of the model. Hence, the model prediction 
was done to cross-check the correctness of the predicted 
and expected values using the loop function. 
 

4-4- Findings and Discussion 

This part describes the findings of the experimental tests 
and discussions for multiresident activity detection in a 
smart home using both the Deep learning (DL) method 
and seven conventional classifiers (DT, LDA, Adaboost, 
GB, XGBoost, MLP, and KNN) together with 
performance metrics such as accuracy, precision, recall, 
f1-score and correlation matrix. The results show that DL 
outshone seven conventional classifiers in both houses A 
and B for activity identification for multiresidents. 
Furthermore, DL performed best in house B compared to 
house A, and conventional classifiers performed best in 
house B compared to house A. Table 1 and Table 2 show 
the outcomes achieved by Deep learning compared to the 
seven conventional classifiers used in this study aligned 
with the discussion. 

Table 1: Classification performance comparison in House A 

Classifiers Evaluation Metrics 
Acc  
(%) 

Precision 
(%) 

Recall 
(%) 

F1-
Score 
(%) 

DT 
0.6999 0.685 0.683 0.667 

LDA 0.6349 
0.634 0.624 0.596 

Adaboost 0.5951 
0.562 0.567 0.515 

GB 0.6960 
0.673 0.655 0.594 

XGBoost 0.6969 0.685 0.687 0.634 
MLP 0.6945 0.687 0.696 0.603 
KNN 

0.6921 0.676 0.675 0.684 
ANN 0.9944 1.00 0.993 0.993 
CNN 0.9916 0.9921 0.991 0.993 
RNN 0.9898 0.989 0.989 0.989 

 
 
 
As shown in Table 1, the experimental results for both 
conventional classifiers and Deep learning models 
regarding the accuracy, precision, recall, and F1 score. The 
deep learning model outscored with precision accuracy of 
100% compared to conventional classifiers, which 
performed moderately. The conventional classifier's 
performance was DT 69.99% accuracy, followed by MLP 

- 69.45%, XGBoost-69.69%, GB-69.60%, KNN-69.21%, 
and LDA-63.49%, while Adaboost performed moderately 
compared to the rest classifiers with an accuracy of 
59.51%. In addition, the results from Table 1 are 
demonstrated in figure 5 below. 
 

Table 2: Classification performance comparison in House B 

Classifiers Evaluation Metrics  
Acc (%) Precisio

n (%) 
Recall 
(%) 

F1-
Score 
(%) 

DT 0.9193 
0.912  0.935 0.914 

LDA 0.8343 
0.810 0.836 0.815 

Adaboost 0.9036 
0.898 0.903 0.905 

GB 0.9084 0.914 0.921 0.913 
XGBoost 0.9147 0.913 0.902 0.925 

MLP 0.9113 0.924 0.913  0.905 
KNN 0.9034 0.905  0.923 0.914 
ANN 0.9983 1.00 1.00 1.00 
CNN 0.9963 0.9963 0.995 0.995 
RNN 0.9965 0.9965 0.997 0.996 

 
Table 2 displays the experimental comparison results in 
house B for both conventional classifiers and deep 
learning models regarding the accuracy, precision, recall, 
and F1 score. The DL model outshone conventional 
classifiers in every measure with the precision, recall, and 
f1-score of 100% for activity recognition in house B. DT, 
XGBoost, and MLP came in second, with an accuracy of 
91.93%, 91.47%, and 91.13%, respectively, approximately 
6% lower than Deep learning. However, when compared 
to the other classifiers, LDA scored less, with an accuracy 
of 83.43%. 
 

4-5- Comparative Analysis 

Table 3 demonstrates the comparison between the prior 
study and the proposed approach. This study outperformed 
the previous studies in activity recognition using ANN by 
achieving an average precision, recall, and f1-score of 
100%. In comparison, the earlier research by Natani et al. 
[6] achieved an accuracy of 81.7%, 79.25%, 70.9%, 
83.61%, and 85.94%, 88.75%,90.85%, 88.87% in houses 
A and B, by using RNN, CNN, MLP, and GRU, 
respectively. Tran et al. [13] achieved 95% in house   B 
using CNN, while Igwe et al. [16] obtained 67.32%, 
68.85%, and 67.32%, 68.85%  accuracy by using ANN 
and MSA. As a result, the proposed approach 
outperformed the earlier experiments in activity 
recognition by achieving an accuracy of 99.4%, 99.16%, 
98.98%, 69.45%, and 99.83%, 99.63%, 99.65%, 91.132% 
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in houses A and B, respectively using ANN, CNN, RNN, 
and MLP. 
 

Table 3: Classification with Previous Research 

Research Study Method Accuracy  
House A 

Accuracy  
House B 

Natani et al. [6] ANN, 
MSA 

67.32%, 
68.85% 

95.43%, 
96.24% 

Tran et al. [13] CNN - 95% 

Igwe, et al. [16] RNN, 
CNN , 
MLP, 
GRU 

81.7%, 
79.25%,  
83.61%, 
70.9%  

85.94%, 
88.75%, 
88.87%, 
90.85%  

The proposed 
approach 

ANN, 
CNN, 
RNN, 
MLP 

99.4%, 
99.16%, 
98.98%, 
69.45% 

99.83%, 
99.63%, 
99.65%, 
91.132% 

 
5- Conclusions and Future Directions 

This study presents a novel comparative analysis study 
between conventional classifiers and deep learning (DL) 
models. The experimental results show that Deep learning 
models outperformed in both houses A and B compared to 
conventional classifiers. The ANN outperformed other DL 
models and all ML classifiers with an average score of 
100% for precision, recall, and f1-score in house B; in 
predicting human activities using the ARAS dataset. 
However, conventional classifiers performed best in house 
B compared to house A. The experimental results prove 
that the Deep learning methods analyze ARAS datasets 
better than conventional classifiers. In comparison 
between the prior study and the proposed approach, this 
study outperformed the previous studies in activity 
recognition using ANN by achieving an average precision, 
recall, and f1-score of 100%. 

In future work, we suggest that different traditional 
machine learning classifiers to be employed on the ARAS 
dataset compared with Deep learning models.  
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 5 Classification comparison in house A 

 

 
Fig. 6 Classification Comparison in House B 

 
Fig. 7 Model Accuracy in House A using ANN 

 
Fig.8 Model Loss in House A using ANN 
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Fig.9. Model Accuracy in House B using ANN 

  
Fig. 10 Model Loss in House B using ANN 

           

 
Fig.11 Model Accuracy in house A using CNN 

           

 
Fig. 12 Model Loss in House A using CNN 

 

 
Fig. 13 Model Accuracy in House B using CNN 

        
Fig. 14 Model Loss in House B using CNN 

        
Fig. 15 Model Accuracy in House A using RNN 

 
Fig.16 Model Loss in House A using RNN 
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             Fig. 17 Model Accuracy in House B using RNN 

         

 
              Fig. 18 Model Loss in House B using RNN 

 
Fig. 19   Correlation Matrix with Heatmap for House A 

 
Fig. 20 Correlation Matrix with Heatmap for House B 
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Abstract  
Question answering in natural language processing is an interesting field for researchers to examine their ability in 

solving the tough Alan Turing test. Everyday computer scientists are trying hard to develop and promote question 
answering systems in various natural languages, especially English. However, in Persian, it is not easy to advance these 
systems. The main problem is related to low resources and not enough corpora in this language. Thus, in this paper, a 
Persian question answering text corpus is created, which covers a wide range of religious, midwifery, and issues related to 
youth marriage topics and question types commonly encountered in Persian language usage. In this regard, the most 
important challenge was introducing a method for data gathering in Persian as well as facilitating and expanding the data 
gathering process. Though, SIC (Semi-Intelligent Crawler) is proposed as a solution that can overcome the challenge and 
find a way to crawl the Persian websites, gather text and finally import it to a database. The outcome of this research is a 
corpus called Popfa, which stands for Porsesh Pasokh (question answering) in Farsi. This corpus contains more than 53,000 
standard questions and answers. Besides, it has been evaluated with standard approaches. All the questions in Popfa are 
answered by specialists in two general topics: religious and medical questions. Therefore, researchers can now use this 
corpus for doing research on Persian question answering. 
 
 
 
Keywords: Question Answering; Persian Corpus; Religious Questions; Medical Questions; Natural Language Processing. 
 

1- Introduction 

It has been many years since Alan Turing introduced his 
famous experiment, and despite all the advances that have 
taken place in the world of computer science, no computer 
or even supercomputer has yet successfully passed the 
Turing test completely. This simple experiment is an 
artificial intelligence that communicates with a human 
through a computer user interface and convinces the 
human that he is communicating with a human. [1] 
Designing and implementing an efficient question 
answering system, which can provide the accurate answer 
to the user input question in natural language in the 
shortest time, is one of the most attractive and practical 
problems in the field of artificial intelligence for computer 
scientists and researchers as well as managers of 
companies providing computer technology services such 
as the production of programs, websites, speech bots, etc. 

In fact, this question answering system can be a model of 
the same machine that is supposed to pass the Turing test 
successfully. There have been astonishing advances in 
English in this area with scientists achieving successful 
results in terms of the Turing experiment, but in Persian, 
despite several tools which have been proposed in recent 
years [2-6], research on question answering datasets has 
not progressed significantly [7]. One of the reasons for the 
abandonment of the ancient and rich Persian language in 
this category is the inadequacy of a comprehensive and 
powerful corpus of valid questions and answers. Currently, 
to the best of our knowledge, the largest Persian question 
answering corpus was far much smaller than the similar 
one for other languages like English.  
Persian (Farsi) language has many attributes that make it 
distinct from other well-studied languages. In terms of 
script, Persian is similar to Semitic languages, like Arabic 
and Amharic. Linguistically, however, Persian is an Indo-
European language [8,9] and thus distantly related to most 
of the languages of Europe as well as the northern part of 
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the Indian subcontinent. Therefore, the Persian language 
has features that distinguish it from the English language 
and make its processing more complex. For example, in 
Persian, some letters stick to each other, and in addition to 
the space between words, the half-space is also used in 
writing Persian text. In addition, the structure of sentences 
and the way in which words with different roles are placed 
in Persian sentences is not the same as in English 
sentences. Therefore, the methods introduced for English 
cannot be used for Persian. Another important point is that 
many of the texts and data available are not written in the 
formal language, for example, the half-space is not 
observed all the time. These are some of the reasons why 
the number of research done on the Persian language is 
very small compared to the English language. 
Today, Google is known as an intelligent search engine. 
However, this powerful search engine returns many links 
for each incoming question that are not necessarily the 
intended result. Therefore, users must open links and 
check the content of each one to finally find the answer 
among a large number of returned links. This is where 
having a question answering system in Persian that 
receives a question and provides an accurate answer seems 
necessary. In this regard, the purpose of this paper is to 
create a question answering corpus in the Persian language. 
The structure of the paper is as follows: In Section 2, some 
previous works in this field are introduced. Then, Section 
3 explains the proposed method. Section 4 contains the 
steps for implementing our proposed strategy. Sections 5 
and 6 describe evaluations and experimental results, 
respectively. More, section 7 presents the prepared user 
interface and section 8 gives a discussion about the unique 
feature of the corpus. Finally, in Section 9 conclusion and 
future works are summarized. 

2- Related Works 

The number of available systems for Persian language 
processing is very small compared to the English 
language, which has led to a decrease in the research on 
Persian language in the field of natural language 
processing [5,3]. There is a lack of standard systems in the 
field of Persian language question answering systems, as 
one of the applications of language processing.  
Since 1999, TREC (Text Retrieval Conference) has had a 
question answering track [10] resulting in high accuracy 
systems for English, like methods in [11] and [12]. 
In some related papers, researchers have decided to either 
apply community-sourced datasets or develop restricted-
domain question answering systems. For instance, in [5] 
the Rasekhoon 1 question answering dataset was used to 
evaluate a question matching model in Persian. Plus, in 
[13], TriviaQA was presented, which was a reading 
                                                           
1 www.rasekhoon.net  

comprehension dataset including question-answer-
evidence triples. It contained question-answer pairs written 
by trivia enthusiasts and gathered evidence documents (on 
average 6 per question) which provided distant supervision 
for answering the questions. 
The main activities in the field of Persian question 
answering systems, like [7], [14], and [15], have focused 
on approaches based on the feature that the question raised 
in Persian can be analyzed from a syntactic and semantic 
perspective, and the most appropriate answer can be 
selected based on the available database.  
In [10], authors introduced a standard Persian text 
collection, named Hamshahri, which was built from a 
large number of newspaper articles according to TREC 
specifications in which statistical information about 
documents, queries, and their relevance judgment were 
presented. This collection can be downloaded as a package 
from its website. The package contains all relevant 
judgments for the 65 standard topics, some descriptions of 
previous research conducted based on the collection, and 
some source codes for indexing and retrieval of the 
collection [16].  
In [17], sentences were classified into two levels of coarse 
and fine classes based on the type of answer to each 
question. After extracting features and setting a sliding 
window on the Conditional Random Fields (CRF) model, 
CRF Question Classifier (QC) was trained to predict labels 
for every token in question. Then, a majority voting on the 
question classification output was used to extract a unique 
label for each question, and the effects of features on the 
ultimate accuracy of the system were evaluated.  
Also, in [18], they proposed an approach that was used in 
an online automatic question answering system. They 
combined rule-based and machine learning question 
classification approaches for highly inflectional languages 
such as Persian. They got satisfactory results according to 
the high number of question classes.  
In [19], a cross-lingual approach using a unified semantic 
space among languages was introduced. In this study, after 
keyword extraction, entity linking, and answer type 
detection, cross lingual semantic similarity was used to 
extract the answer from the knowledge base via relation 
selection and type matching.  
In [20], a corpus for the Persian language was presented. 
This corpus consists of 2,118 non-factoid and 2,051 
factoid questions and for each question, question text, 
question type, question difficulty from the questioner and 
responder perspective, expected answer type in coarse-
grained and fine-grained level, the exact answer, and page 
and paragraph number of answer are annotated. This 
corpus can be applied to learn components of a question 
answering system, including question classification, 
information retrieval, and answer extraction. This corpus 
is freely available for academic purposes. 

http://www.rasekhoon.net/
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In [15], a medical question answering system for the 
Persian language was proposed. In their research, a dataset 
of diseases and drugs was collected and structured. The 
system included three main modules: question processing, 
document retrieval, and answer extraction. For the 
question processing module, a sequential architecture was 
designed which retrieved the main concept of a question 
by using different components. In these components, rule-
based methods, natural language processing, and 
dictionary-based techniques were used. In the document 
retrieval module, the documents were indexed and 
searched using the Lucene library. The retrieved 
documents were ranked using similarity detection 
algorithms and the highest-ranked document was selected 
to be used by the answer extraction module. This module 
was responsible for extracting the most relevant section of 
the text in the retrieved document. 
In [21], PeCoQ was defined which was a Persian question 
answering dataset. It included 10K questions and answers 
extracted from the Persian knowledge graph, FarsBase. 
Additionally, for each question, the SPARQL query and 2 
paraphrases authored by linguists were provided. There 
were various complexity types in this dataset, like multi-
relation, multi-entity, comparative, superlative, 
aggregation, ordinal, and temporal constraints. 
In [22], a Persian Question Answering Dataset 
(ParSQuAD) was generated based on translating the 
SQuAD 2.0 dataset by machine. Through it, some errors 
have been detected within the process of translation; 
resulting in two different versions of it, depending on 
whether these errors have been corrected automatically or 
manually. The most important weakness of this dataset is 
that it does not have the quality of a native Persian reading 
comprehension dataset containing native question and 
answer samples annotated by multiple human annotators.  
In [23], PersianQuAD was introduced which was a native 
question answering dataset for the Persian language. The 
authors built this dataset in 4 phases: 1) Wikipedia article 
selection, 2) question-answer collection, 3) three-candidate 
test set preparation, and 4) Data Quality Monitoring. The 
output dataset contained about 20K questions and answers 
made by native annotators on a set of Persian Wikipedia 
articles. The answer to each question was a segment of the 
corresponding article text. According to their report, 
PersianQuAD consisted of questions of different types and 
complexities. Plus, they proposed 3 versions of a deep 
learning-based question answering system trained using 
MBERT, ALBERT-FA, and ParsBERT on PersianQuAD, 
and for MBERT they achieved the best result. 
Finally, in [24], authors proposed PQuAD, a crowdsourced 
reading comprehension dataset for Persian on Wikipedia 
articles which included various subjects. Its data collection 
process had 3 phases: 1) passage curation, 2) question-
answer pair annotation, and 3) additional answer collection. 
The output dataset consisted of 80K questions and their 

answers. They evaluated different properties of the dataset 
to depict its diversity and complexity as a machine reading 
comprehension benchmark. 
Considering all the mentioned efforts and information, 
proposing a feasible and accurate method for gathering 
questions and answers in Persian in a corpus to be used for 
training question answering systems in the future is crucial. 
The created corpus in this paper serves as a dataset that can 
be utilized to train and improve the performance of Persian 
question answering systems. These systems can leverage 
machine learning techniques, such as deep learning 
algorithms, to learn from the provided data and enhance 
their question answering abilities. Hence, in the following 
the proposed method for creating the corpus is explained. 

3- The Proposed Method 

Research conducted in the field of question answering 
systems shows the shortage of a standard Persian question 
answering corpus [7]. Naturally, scientists face various 
limitations and challenges in this area. Considering the 
incoherence of information related to Persian question 
answering, there could be two solutions: 

• Solution 1: Generating basic questions and answers, 
followed by a Persian question answering system. 

• Solution 2: Collecting questions and answers available 
on global websites in Persian and editing them to 
produce a Persian question answering corpus. 

3-1- Challenges 

As a creative and new way, a cost-benefit table was 
formed to select the logically desired solution. The most 
important selection features were: 

1) Time taken 
2) Research and executive costs 
3) Required human resources 
4) Technical and structural limitations 
5) Verification capability 
6) The size of the database 
7) Domain comprehensiveness 

Since these features were selected by a group without any 
previous background and are among the innovations of 
this paper, there was no reported quantitative data. 
Therefore, we decided to compare the features using two 
strategies of collection and production. In other words, 
what is the relationship between them regardless of the 
quantity of each one. The value comparison has been 
summarized as Low, Medium, and High cost. 
The evaluation results of the above-mentioned features are 
shown in Table 1. Production strategy as well as fact-
checking was preferred for technical and structural 
features, but it was significantly different from the 
collection strategy for other features. Of course, due to the 
pristine nature of this area, the execution time for either 
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solution was not clear, and we could only compare the 
time between the two solutions. 
The scientific method of cost-benefit analysis in our 
proposed approach resulted in -10 for the collection 
method and -17 for the production method. Therefore, the 
selected method for producing the Persian question 
answering corpus was based on the collection strategy. 

Table 1: Results of the cost-benefit method 

Features Collection 
solution 

Production 
solution 

Doing time -3 -1 
Research and executive costs -3 -1 

Required human resources -3 -1 
Technical and structural limitations -1 -3 

Verification capability -1 -2 
The size of the database -3 -1 

Domain comprehensiveness -3 -1 
Result -17 -10 

3-1-1- Identifying Reliable Websites 

The next step after choosing solution 2 was to identify 
reliable websites that include a significant number of 
Persian questions and answers. A number of these 
websites were found by searching and the extracted sites 
were selected through two refinement stages and entered 
the final phase of corpus production. The first step was to 
refer to search engines to find websites having question 
and answer banks, and the second step was to look at the 
criteria for choosing the right website to crawl. The most 
important of these criteria are: 

1) Intellectual property rights 
2) Acceptable quantity 
3) The possibility of crawling on the website 
4) Random fact-checking of answers in domains 
5) The comprehensiveness of the domain 
6) Website ranking in Alexa1 

The websites that entered the final phase, based on the 
above criteria, have been listed in Table 2. 

Table 2: Persian websites suitable for crawling 
Name #Q&As Domain Rank 

Hawzah 2371 Hawzah.net 460 
Mamai 35609 Mamasite.ir 1119 

Rasekhoon 83364 Rasekhoon.net 198 
Shahab Moradi 7262 Shahab-moradi.ir 27747 

3-2- Crawling Strategies 

After selecting acceptable websites, the building process 
analysis was started with the aim of selecting the best way 
to extract questions and provide answers on each website. 
As observed in Fig. 1, the selection in this phase consists 
of four steps: 
                                                           
1 www.alexa.com/siteinfo 

1) Manual extraction 
Considering the goal of producing a Persian question 
answering corpus with at least 50,000 records, this 
method was practically erosive and non-optimal and 
was removed from the selected strategies at the very 
beginning of the work. 

2) Using ready-made tools 
Since the ready-made tools have limitations to crawl 
in all available websites, their use did not lead to the 
desired result. The main problem of these tools is data 
redundancy. Hence, this method was also rejected. 

3) Production of a fully intelligent crawler robot 
At first glance, it seems like an attractive solution, 
however, the production of this robot may be a much 
more difficult project than the production of a Persian 
question answering corpus. Therefore, considering 
technical challenges, it is not possible to use this method. 

4) Using an intermediate method (semi-intelligent) 
The only remaining option was this method which 
was selected and applied in this paper. 

3-2-1- Semi-Intelligence Crawler (SIC) 

As a new and unprecedented method, a crawler that is not 
a fully intelligent robot but can extract the materials 
required from the website using the human primary guide 
is designed. SIC is a revision crawler, whose primary 
setups for each website are easily carried out by a program, 
and performs the rest of the crawling steps, extracting and 
inserting into the database, in a completely intelligent way. 
Since the number of selected websites for producing Persian 
question answering systems was very small, performing the 
primary setting of the crawler was not a serious challenge, 
because it was important to configure it from any website. 
To have a crawler that extracts exactly the desired 
information, it was necessary to examine each website 
separately with common methods, mostly innovative and 
sometimes combined methods. What is performed at this 
step is as follows: 
1) View and check the page text 

Each page of the website that is loaded in the browser 
contains invisible information that can only be seen in the 
source text of that page. Information such as Document 
Type, Alphabetical coding, Metadata, Scripts used, 
Layout settings, File events, Local functions called, etc.  

2) Parse Tree 
One of the most valuable ways to get the settings for 
each website is to rearrange the parse tree of different 
files on a website and discover the legal relationship 
between them. 

Fig. 2 shows the metadata of the file. The useful part of 
designing SIC is the knowledge of the files that this page 
uses. These files are often used for either graphical settings 
of the page and have the suffix CSS (Cascading Style 
Sheets) or user-side functions that, if necessary, 
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communicate with the server-side functions and are 
observed with the suffix JS (Java Script). 
In Web 2.0 and later programming generations, an 
attempt is made to send fewer requests to the server, and 
with the minimum need to reload the entire page, the user 
requests are preprocessed on the user side by AJAX 
(Asynchronous JavaScript and XML) technology-based 
functions and then, sent to the server. By observing these 
functions and examining their structure, we were able to 
design a more powerful SIC website. In Fig. 3, these 
local functions are outlined. 

In structured websites, fetching information from the order 
in their results’ structure is a more efficient SIC design. 
Here, we sought to maximize the use of the order in the 
file structure. Fig. 4 shows a part of the parse tree. 
3) Use of the web browser developer environments 

The actions and reactions between the user system and 
the server on which the website is located are managed 
through browsers and are usually hidden from the 
ordinary user. To be aware of these interactions and 
behind-the-scenes events, you need to enter the web 
developer environment in the relevant browser. 

 

 

Fig. 1 Selection steps 

 

Fig. 2 Source text of a web page 

Existing tools Robot 

Design & Produce 

SIC Manual 

Crawler type 
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Fig. 3 Local functions called 

 

Fig. 4 A part of the parse tree 

provides useful information to developers, such as:  
• Details of each file 
• The loading time of each element 
• The protocol used to send the request to the server 
• Return the data type of each request 
• Variables exchanged between browser and server 
• Displaying possible user side errors 
• How to call the file updater function 

Fig. 5 shows a part of the web developer environment in 
the Chrome browser (Google). 

 
Fig. 5 A part of the web developer environment 
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4- SIC Strategy Implementation 

In terms of implementation, to crawl the websites that we 
could extract the target of the project, the server-side 
programming language of PHP as well as the user-side 
programming languages of JS, jquery, and CSS were 
exploited. Plus, for inserting the extracted information into 
the crawls, MySQL was selected. 
In the first crawl on the .net domain website, we faced an 
obstacle called Same-Origin Policy (SOP)1. SOP is a web 
security policy that does not allow web pages to load 
content from other domains, especially user-side scripts 
such as JS and jquery. 
In fact, if a page in the example1.com domain tries to fetch 
content from the example2.com domain through one of the 
loads, post, get methods, or other common methods in 
various programming languages, browsers will be blocked 
according to agreed standards. The SIC crawler produced in 
the proposed approach was implemented in the hosting space 
of shimanaa.com and according to its mission, it was tasked 
to fetch and load the content of the question answering pages 
of the websites listed in Table 2 in this domain. 
The next serious challenge which was tackled in this paper 
was facing this security policy.  
Today, all websites have local scripts that are written 
primarily for the specific needs of the website. These 
scripts are stored in the web hosting space and addressing 
has been relatively defined in the context of their programs. 
For example, in the following code: 

<script src=”bower_components/fastclick/lib/fastclick.js”></script> 

As observed, the calling address of the fastclick.js file has 
been locally defined in the path of 
bower_components/fastclick/lib/fastclick.js.  
Supposing there is one/more of these files on each website, 
they are necessary for the programs to run properly. 
However, SIC did not access any of these files on its host. 
Accordingly, there were two solutions to this problem: 
1) Downloading all the required files of the websites and 

placing them in the same URLs. 
2) Making changes to the fetched content so that the 

need for those files is eliminated. 
Both solutions had some difficulties. The first one seemed 
to be a tedious task that required lots of time and operator 
work. The second one required an approach to pass the 
functions and procedures required by the websites. 
Since our vision for the future was to carry out our 
approach on a larger scale, as well as to use the corpus 
produced in an operational plan, we selected the more 
difficult path and overcame this obstacle safely by 
inventing new methods. 
According to W3C (World Wide Web Consortium) 2 
standardization, every element in a web file must follow a 
                                                           
1 http://developer.mozilla.org/en-US/docs/Web/Security/Same-origin_policy 
2 https://www.w3.org/standards/ 

set of rules. If this is not achieved, either the file upload 
process will be disrupted, or the functions and procedures 
will be called. 
For example, the following code has a structural problem: 

<li><a href=”profile_2_admin” target=_self ><i class=”fa fa-
circle-o”></i>مشخصات کاربري.</li> 

Because the tag of <a> had to be closed, which was not. 
The correct form of the above code is as follows: 

<li><a href=”profile_2_admin” target=_self ><i class=”fa 
fa-circle-o”></i> کاربري مشخصات </a></li> 

There were so many such cases that sometimes they 
seriously disrupted the SIC crawling process. To solve this 
problem, we made changes in the SIC to fetch as few 
elements as possible to make it easier to diagnose and fix 
structural defects. 
Simultaneously with the successful crawling and fetching 
steps, the database entry step also should be performed. 
Hence, these three steps were implemented in two phases. 

4-1-  Phase 1: Crawling 

In this step, a table was also needed to store information 
related to the question and answers rich pages. For this 
purpose, in the MySQL project database to store the 
information collected by SIC, 2 tables were created with 
the names crl_links and crl_links_cats. The crl_links_cats 
table stores classifications of questions and answers. The 
columns and some parts of the crawled records in this 
table are shown in Table 3. 

Table 3: A part of the crl_links_cats table 
cat_id subcat Title 

 قرآن و تفسیر 2473 1
 عقاید 2513 2
 احکام 2525 3
 مهدویت و انتظار 6330 4
 تاریخ 6699 5
 فرق، ادیان و مذاهب 2623 6

The crl_links table stores the URLs of web pages 
containing questions and answers. The columns and some 
of the crawled records in this table are shown in Table 4.  
In Tables 3 and 4, subcat refers to the thematic 
classification code of each question and its reference 
website which has a unique code, shown in Table 4. 
 
 
 

Table 4: A part of the crl_links table 
Title subcat qid link_id 

 1 1079865 2473 ستیچ یدوست ایاز دن ییراه رها
 2 723806 2473 مراد از فراز شریف االله مولی الذین آمنو...



    
Sharifian, Tohidi & Dadkhah, Designing a Semi-Intelligent Crawler for Creating a Persian Question Answering Corpus… 

   

 
 

145 

دهنده تاثیر هایی وجود دارد که نشان آیا نمونه
 3 503363 2473 فصاحت...

 4 1079864 2473 چرا نماز باید به زبان عربی خوانده شود
اگر اعمال دنیوي ما مربوط به تصمیمان در عالم 

 9 1079847 2473 ذر....

 24 1079733 2473 معناي اسلام چیست
ام همیشه با مشکلات و گرفتاري در زندگی

 25 1079732 2473 رو هستم...روبه

4-2- Phase 2: Insert Fetch 

At this point, the SIC crawler, based on the information in 
the crl_links table, scanned the page of each address in this 
table and entered the information for each question and 
answer in the crl_questions table. The columns and some 
of the crawled records in this table are shown in Table 5. 

5- Evaluation 

After the production of the corpus, the only thing left to do 
was to standardize it as shown in Fig. 6.  
The indicators considered are: 

• The text of the questions and answers should be free 
of any HTML protocol tags and symbols. 

• Having no nature other than questions and answers. 
• The data should not be duplicated. 
• The addresses must be valid for fact-checking. 
• Classifications should not be too general or partial. 

The pre-standardization corpus contained 83, 364 
questions and answers. At this step, duplicate questions 
were removed first. Then, in a separate table, we saved a 
copy of the corpus after deleting the stop word. We 
received the list of stop words from this link. 
After processing all the questions and answers that were in 
the draft corpus, we proceeded to extract all the unique 
words. 56,925 of these words were stored in a separate 
table, in which, 4 parameters were calculated for each 
word and the table was updated. In this regard, we used 
the four metrics from Eq. (1) to Eq. (4), [25]. 
 

TF(t,d) = Number of times term t appears in a document
Total number of terms in the document

      (1) 

DF(t) = Number of documents that the term appears in them
Total number of documents

   (2) 

IDF(i) = ln(N+1)
DF(i)

+ 1          (3) 

Where N is the total number of documents in the collection. 

TF-IDF(i,d) = TF(i,d) ×IDF(i)          (4) 

The corpus includes rather huge amounts of information in 
question-and-answer form; therefore, suitable metrics for 
evaluation, are those used in information retrieval. There 
are several of them, but order-aware metrics are chosen in 
this paper as follows (Eq. (5) to Eq. (10)) [10, 26, 27, 11]: 
a. Mean Reciprocal Rank (MRR) 

| |

1

1 1
| |

Q

i i

MRR
Q r=

= ∑           (5) 

Where |Q| denotes the total number of queries and ir  
shows the rank of the ith relevant result. 
b. Average Precision (AP) 

( ) ( )( )1

n

i
P i rel i

AP
number of relevant items

=
×

= ∑        (6) 

Where P(i) is the Precision@k metric and rel(i) is 1 if the 
ith item is relevant otherwise is 0. 
c. Mean Average Precision(MAP) 

( )
| |

1

1
| |

Q

i
MAP AP i

Q =

= ∑         (7) 

Where |Q| denotes the total number of queries and AP(i) is 
the average precision for the ith query. 
d. Cumulative Gain (CG@k) 

1
@

k

i
i

CG k rel
=

=∑          (8) 

e. Discounted Cumulative Gain (DCG@k) 

( )1 2

@
log 1

k
i

i

relDCG k
i=

=
+∑            (9) 

f. Normalized Discounted Cumulative Gain (NDCG@k) 

@@
@

DCG kNDCG k
IDCG k

=                (10) 

Where IDCG@k is the ideal DCG@k (more relevant item 
comes first). 
Metrics CG@k, DCG@k, and NDCG@k consider the grade 
of relevancy while the first three metrics do not mention it. 
 

 

 

 

 

http://bigdata-ir.com/wp-content/uploads/2017/12/stopwords-Farsi1.docx
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Table 5: Part of the crl_questions table 
keyword answer question id 

 1 ستیچ یدوست ایاز دن ییراه رها اجمالی: دنیا مونث.... زندگی آخر ... |قرآن مجید  |دنیادوستی  |رهایی از دنیادوستی 
 2 مراد از فراز شریف االله مولی الذین آمنو... ذلک بان...."آیه شریف  کافران |مومنان  |مولا 

 3 هایی وجود دارد که نشان دهنده تاثیر فصاحت...آیا نمونه هاي فراوانی در این...آري، نمونه 
 4 چرا نماز باید به زبان عربی خوانده شود براي روشن شدن پاسخ، ابتدا... نماز با زبان عربی |زبان عربی  |حقوق و احکام  |نماز 

 9 اگر اعمال دنیوي ما مربوط به تصمیمان در عالم ذر.... شرح در مورد مسئله... ..عدالت. |جبر یا اختیار  |تفسیر  |اعمال دنیوي  |دنیا  |عالم ذر 
 24 معناي اسلام چیست پاسخ اسلام در لغت... توحید کامل |قرآن کریم  |دین اسلام  |اسلام  |معناي اسلام 

 25 رو هستم...ام همیشه با مشکلات و گرفتاري روبهدر زندگی شرح در کاري که از.... ابتلا و امتحان... |پروردگار  |عدالت |امتحان  |ضرر و بیماري 
 

 

Fig. 6 Schematic of corpus standardization steps 

To evaluate the corpus, we ran a list of questions written 
by a user interface in PHP in the MySQL database. Some 
of these questions include: 

چه حکمی دارد؟ازدواج با اهل کتاب  (1  
شود؟چرا هنگام مسواك زدن لثه ام خونی می (2  
برد؟دختر از پدر چه مقدار ارث می (3  
 نماز خواندن با لباس خونی چه حکمی دارد؟ (4
 چگونه درد زایمان را تحمل کنیم؟ (5

These queries were edited before being entered as queries 
and their stop words were removed. The output of 
questions 3 and 4 are shown in Tables 6 and 7. 

Table 6: Results of the evaluations made on question 4 

 
 نماز خواندن با لباس خونی چه حکمی دارد؟

 حکمی خونی لباس خواندن نماز
TF 4213 807 768 128 2031 
DF 3009 747 616 109 1969 
IDF 3,0005 4,39382 4,58664 6,31854 3,42461 

TF-IDF 4,20113 4,74674 5,71841 7,41993 3,53244 

Table 7: Results of the evaluations made on question 3 

 
 دختر از پدر چه مقدار ارث می برد؟

 می برد ارث پدر دختر
TF 1459 1368 515 295 
DF 1017 1073 438 279 
IDF 4,08527 4,03167 4,92767 5,37867 

TF-IDF 5,86078 5,1401 5,79395 5,68713 
 

The evaluation of the two mentioned questions had 
acceptable results, according to the predefined metrics. 
In brief, in the proposed corpus, questions that are 
entered directly from the questions in the system as input 
by the user interface are retrieved with 100% accuracy. 
Questions that use a part of the vocabulary contained in 
the system questions lead to 100% accurate retrieval. 
Questions that are randomly generated by a human agent 
have a wide range of retrieval accuracy from bad to very 
good, depending on the type of vocabulary used and the 
quantity of the corresponding 4 parameters. More 
precisely, if the user input keywords are available in the 
database, the results will be very good, otherwise, the 
system output may not be good. 

6- Experimental Results 

As described in the previous section, after eliminating the 
stop words from 83,364 questions, 56,925 unique words 
remained. The first step of evaluating the corpus is 
designing a robust model, which is useful for the whole 
corpus rather than part of it. Therefore, the stored words in 
the MySQL database were analyzed with a focus on Tf-Idf 
and Df parameters. Table 8 displays the range of changes 
in these parameters. 
 
 
 

Answers 

Questions 

Updating 

Calculation 
 

TF 
DF 
IDF 

TF-IDF 
 

Processing 
 

Remove duplication 
Extract unique words 
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Table 8: Range of changes in Tf-Idf and Df 
Item Minimum value Maximum value 

Tf-Idf 2.9 66.1 
Df 1 3522 

The scattered values of these parameters led to the design 
of two evaluation models that will be discussed in the 
following. 

6-1- Model No.1 

Designing, implementing, and evaluating this model have 
been done within 10 steps: 
1. Dividing unique words into five clusters according to 

their Tf-Idf. 
2. Calculating the average Tf-Idf for each cluster. 
3. Selecting the sample word from the database 

randomly based on the average Tf-Idf in each cluster. 
4. Creating an arbitrary question by a human agent 

using the selected word. 
5. The created question is run as a query in the database 

by means of the designed UI 
6. The results are fetched based on the model relevancy 

prediction. 
7.  Duplicate results are removed, and the first 5 results 

are retained. (k=5) 
8. Based on a ground-truth annotation each result is 

assigned a score between 1 (least relevant) and 5 
(most relevant). 

9. The metrics are calculated for each query. 
10. The quality of evaluation is determined by 

examining the calculated metrics. 
Table 9 shows the unique words division in 5 clusters and 
their sample words. 
In Table 10, cells with green color have a grade upper than 
2 and are considered as a True result. Besides, cells with 

red color have a grade lower than 3 and are considered as a 
False result. Then, in Table 11, the standard metrics for 
Model No.1 are calculated. 

6-2- Model No.2 

This model is like Model No.1, just it uses df parameters 
instead of Tf-Idf. 

1. Dividing unique words into five clusters according 
to their df values. 

2. Calculating the average df for each cluster. 
3. Selecting the sample word from the database 

randomly based on the average df in each cluster. 
4. Creating an arbitrary question by a human agent 

using the selected word. 
5. The created question is run as a query in the 

database by means of the designed UI. 
6. The results are fetched based on the model 

relevancy prediction. 
7. Duplicate results are removed, and the first 5 results 

are retained (k=5). 
8. Based on a ground-truth annotation each result is 

assigned a score between 1 and 5 (most relevance). 
9. The metrics are calculated for each query. 
10. The quality of evaluation is determined by 

examining the calculated metrics. 
Table 12 shows the unique words division in 10 clusters 
and their sample words. In Table 13, cells in green have a 
grade upper than 2 and are considered as a True result. 
Besides, cells in red have a grade lower than 3 and are 
considered a False result. Then, in Table 13, the standard 
metrics for Model No.1 are calculated. 
 

Table 9: Dividing the unique words into 5 clusters and choosing sample words 
cluster Tf-Idf range Tf-Idf average Selected Word Pronunciation Meaning Tf-Idf 

 yagheen/ Certainty 6.1/ یقین 7.239 8.3 – 2.9 1
 ezdevaaj/ Marriage 12.3/ ازدواج 10.53 13.7 – 8.4 2
 telesm/ talisman 18.8/ طلسم 15.524 19.2 – 13.8 3
 tab’eed/ Exile 21.9/ تبعید 21.81 24.9 – 19.3 4
 ruh/ ghost 25.9/ روح 35.98 66.1 – 25 5

Table 10: Ground-Truth Annotation given grade to the results 
Selected 

Word Arbitrary Question Grades 1 (least relevant) to 5 (most relevant) 
Result1 Result2 Result3 Result4 Result5 

 1 1 1 2 5 چگونه به یقیین برسیم؟ یقین
 4 3 5 4 5 ازدواج با اهل کتاب چه حکمی دارد؟ ازدواج
 5 4 2 3 5 چگونه می توان طلسم را باطل کرد؟ طلسم
 5 5 4 4 4 در چه صورت فرد تبعید می شود؟ تبعید
روحی چگونه درمان می شود؟مشکلات  روح  4 1 5 2 4 
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Table 11: Calculated Metrics for Model No.1 
Selected Word Reciprocal Rank Average Precision CG@5 DCG@5 NDCG@5 

 1 7.581 10 1 1 یقین
 0.987 12.867 21 1 1 ازدواج
 0.945 11.555 19 0.888 1 طلسم
 0.940 12.617 22 1 1 تبعید
 0.886 9.543 16 0.756 1 روح

Table 12: Dividing the unique words into 10 clusters and choosing sample words 
Cluster Df range Df average Selected Word Pronunciation English Equivalent 

 khodsaazi/ Self-construction/ خودسازي 15 20 - 11 1
 ehaanat/ contempt/ اهانت 25 30 - 21 2
 mas’uliat/ responsibility/ مسئولیت 35 40 - 31 3
 juraab/ socks/ جوراب 45 50 - 41 4
 khorma/ Date palm/ خرما 55 60 - 51 5
 puseedegi/ decay/ پوسیدگی 65 70 - 61 6
 laaghar/ thin/ لاغر 76 80 – 71 7
 amaanat/ trusteeship/ امانت 86 90 – 81 8
 sadagheh/ alms/ صدقه 95 100 – 91 9
 zakat/ zakat/ زکات 332 3522 - 100 10

Table 13: Ground-Truth Annotation given grade to the results 

Selected Word Arbitrary Question Grades 1(least relevant) to 5(most relevant) 
Result1 Result2 Result3 Result4 Result5 

شود؟ یچگونه انجام م يخودساز خودسازي  3 5 5 4 5 
دارد؟ یبه اهل سنت چه حکم اهانت اهانت  1 5 5 2 1 

یست؟درباره فرزندان چ ینوالد مسئولیت مسئولیت  5 4 5 5 1 
 5 5 5 2 5 یست؟خانم ها چ یدناسلام درباره جوراب پوش نظر جوراب
دارد؟ يا یدهخوردن چه فا خرما خرما  5 5 3 4 4 

یست؟دندان چ یدگیپوس نشانه پوسیدگی  5 5 4 5 5 
 4 5 2 5 1 چطور لاغر شوم؟ لاغر
یست؟در امانت چ یانتمربوط به خ احکام امانت  5 4 5 5 5 
صدقه است؟ یافتمستحق در یکس چه صدقه  5 5 3 2 2 
یرد؟گ یزکات تعلق م یزهاییچه چ به زکات  3 5 5 5 5 

Table 14: Calculated Metrics for Model No.2 
Selected Word Reciprocal Rank Average Precision CG@5 DCG@5 NDCG@5 

 0.910 12.317 22 1 1 خودسازي
 0.793 7.904 14 0.583 0.5 اهانت

 0.984 12.567 20 1 1 مسئولیت
 0.946 12.855 22 0.804 1 جوراب
 0.991 12.929 21 1 1 خرما

 0.992 14.248 24 1 1 پوسیدگی
 0.777 8.860 17 0.533 0.5 لاغر
 0.983 14.117 24 1 1 امانت
 1.000 11.292 17 1 1 صدقه
 0.912 12.748 23 1 1 زکات
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In both models, while calculating the Reciprocal Rank 
(RR) and Average Precision (AP), results with grades 
lower than 3, are considered as a False result and True 
otherwise. Table 15 represents the comparison of the 
evaluation results of the two models. 

Table 15: Comparing evaluation results of two models 
Model MRR MAP NDCG@5 
No.1 1 0.929 0.951 
No.2 0.9 0.892 0.929 

 

Comparison of the evaluation results of the 2 models is as 
expected, as the parameter used in Model No.1 is more 
effective than the parameter used in Model No.2. Figs. 7 
and 8 reveal more details from clusters in Model No.1. 

 

 

Fig. 7 Unique words clustering via Tf-Idf 

 

Fig. 8 Metrics comparison between five clusters of Model No.1 

7- User Interface  

Now, this corpus with 53,844 Persian questions and 
answers and the name "Popfa", has been provided to the 
interested parties and researchers. A part of the User 
Interface (UI) designed for it is shown in Fig. 9. In the user 
interface, questions that are entered as queries are returned 
based on two types of searches: 

1) (Search by questions) هاجستجو بر اساس پرسش  
2) (Search by answers) هاجستجو بر اساس پاسخ  

The output of the UI is shown in Fig. 9, also this interface 
is available to the public through this link. For each 

question, the output is presented to the user as two 
separate lists based on the similarity to the questions and 
answers available in the created corpus. 

 

 

Fig. 9 The designed UI 

8- Discussion 

Considering the number of questions in the corpus and the 
various classifications of it, it has a significant advantage 
over the few existing systems in the Persian language, both 
in terms of quantity and quality. It has 2 general 
classifications, Religious and Medical. Each class is 
divided into other sub-classes. Table 16 shows some of the 
thematic classifications of the questions and answers of the 
corpus. 20 different classifications in the designed system 
are presented in Table 16. 

Table 16: Different classifications in the corpus 
cat_id title cat_id title 

 اندیشه اسلامی 11 قرآن و تفسیر 1
 حدیث شناسی 12 عقائد 2
 منطق 13 احکام 3
 فلسفه 14 مهدویت و انتظار 4
 کلام 15 تاریخ 5
 عرفان و تصوف 16 فرق، ادیان و مذاهب 6
 حقوق 17 تربیت و مشاوره 7
 مسائل زنان 18 دین پژوهی 8
 پزشکی 19 اخلاق 9

 علمی 20 سیاست 10
 

The importance of addressing different simple and 
challenging question types and scenarios in the field of 
question answering systems is undeniable. It should be 
noted that Popfa corpus contains various kinds of 
questions including descriptive, factoid, confirmation, 
comparative, relationship-based, and list questions. 
However, the generated corpus does not include 

Unique words clustering via tf-idf

Cluster1(7.4%) Cluster2(87.4%) Cluster3(2%)

Cluster4(2.7%) Cluster5(0.5%)

0 50 100 150

Cluster1(7.4%)
Cluster2(87.4%)

Cluster3(2%)
Cluster4(2.7%)
Cluster5(0.5%)

Metrics comparison

avg(tf-idf) avg(idf) avg(df) avg(tf)

https://www.old.siranguav.ir/qaspro
https://sepehr.greenhost.com:2083/cpsess6734281624/3rdparty/phpMyAdmin/sql.php
https://sepehr.greenhost.com:2083/cpsess6734281624/3rdparty/phpMyAdmin/sql.php
https://sepehr.greenhost.com:2083/cpsess6734281624/3rdparty/phpMyAdmin/sql.php
https://sepehr.greenhost.com:2083/cpsess6734281624/3rdparty/phpMyAdmin/sql.php
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hypothetical and complex questions. Hypothetical 
questions ask for information associated with any 
hypothetical event and no specific answers to these 
questions are necessarily available. For example:  
What will happen if a big earthquake occurs in Tehran? 
Complex questions are more challenging to answer, and 
their answers generally consist of a list of different kinds 
of answers. For instance:  
What are the reasons for heavy traffic in megacities? 
These questions can have various answers according to the 
idea of each person. 
Here, to ensure ease of access for readers, we have made 
the corpus available on GitHub, where it can be 
downloaded and utilized for research and development 
purposes. The link to access the Popfa Persian Question 
Answering corpus can be found in this link. 

9- Conclusion and Future Works 

In this paper, some weaknesses and challenges of the 
Persian language question answering systems have been 
highlighted. Then, Popfa question answering corpus has 
been generated due to a standard procedure to fulfill the 
mentioned need for Persian NLP tasks. In this regard, 
different methods for generating a question answering 
corpus are investigated. Eventually, the innovative method 
of designing a semi-intelligent crawler in this paper has 
led to the production of a corpus containing 53,844 
questions in Persian. Furthermore, by performing the 
corpus standardization processes and designing a user 
interface for better communication between the audience 
and the system, we achieved a set of standard and reliable 
questions and answers. In the last stage, we compared the 
Popfa corpus with the corpora used in the related question 
answering systems in the Persian language, in which many 
questions of the Popfa corpus and its sub-thematic 
diversity were evaluated as a competitive advantage. 
Undoubtedly, the development and improvement of 
Persian question answering systems to handle all ranges of 
questions would require further research and 
implementation efforts. As the Popfa corpus contains 
various kinds of questions, future research can work on 
more complicated types of questions, such as hypothetical 
and complex questions. In this regard, exploring and 
explaining the potential approaches, techniques, and 
models that could be employed to tackle more complicated 
questions would indeed be a valuable area for future 
research. Additionally, the domain of questions can be 
diversified and expanded. Moreover, the user interface 
designed for Popfa can be developed into an intelligent 
robot. In the future, this user interface can be turned into a 
powerful text assistant using various machine learning 
methods. On top of that, the link to the created corpus is 

provided, so researchers can apply it in Persian question 
answering systems in the future. 
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Abstract  
Emotions are human mental states at a particular instance in time concerning one’s circumstances, mood, and 

relationships with others. Identifying emotions from the whispered speech is complicated as the conversation might be 
confidential. The representation of the speech relies on the magnitude of its information. Whispered speech is intelligible, a 
low-intensity signal, and varies from normal speech. Emotion identification is quite tricky from whispered speech. Both 
prosodic and spectral speech features help to identify emotions. The emotion identification in a whispered speech happens 
using prosodic speech features such as zero-crossing rate (ZCR), pitch, and spectral features that include spectral centroid, 
chroma STFT, Mel scale spectrogram, Mel-frequency cepstral coefficient (MFCC), Shifted Delta Cepstrum (SDC), and 
Spectral Flux. There are two parts to the proposed implementation. Bidirectional Long Short-Term Memory (BiLSTM) 
helps to identify the gender from the speech sample in the first step with SDC and pitch. The Deep Convolutional Neural 
Network (DCNN) model helps to identify the emotions in the second step. This implementation is evaluated using the 
wTIMIT data corpus and gives 98.54% accuracy. Emotions have a dynamic effect on genders, so this implementation 
performs better than traditional approaches. This approach helps to design online learning management systems, different 
applications for mobile devices, checking cyber-criminal activities, emotion detection for older people, automatic speaker 
identification and authentication, forensics, and surveillance. 
 
Keywords: Whispered Speech; Emotion Recognition; Speech Features; Data Corpus; BiLSTM; DCNN. 
 

1- Introduction 

Emotions are the humans’ short-lived feelings that affects 
thinking, actions, relationships, and social interactions. 
Emotions express humans’ physiological and emotional 
states with facial expressions and body language. 
Whispered speech is a form of speech that expresses 
emotions. Whispered speech is a type of communication 
produced with breath without any noise and excitation of 
voice. The whispered speech structure changes 
significantly because of the lack of periodic excitation in 
the voice. This results in missing speech and reduced 
transparency in communication.  
The difference between normal and whispered speech is 
the absence of vocal tract vibrations due to the vocal 
tract’s physiological blocking. The strength of whispered 
speech is minute and without voice compared to phoned 
speech. The spectral and prosodic features help to detect 
the whispered speech. Prosodic features of speech vary 
over time. Spectral features of whispered speech are highly 

accurate over unvoiced consonants, voiced consonants, 
and formants in vowels [1]. 
The impacts on Speech Emotion Recognition (SER) are 
due to various acoustic conditions such as compressed, 
noisy, telephonic conversations and imitator speeches. 
Other environmental conditions, such as stress, rhythm, 
and intonation, can affect SER. Whispered speech is also 
affected by similar acoustic and environmental conditions. 
SER depends on acoustic characteristics and gender in 
some scenarios. Hence gender plays a vital role in SER. 
Nowadays, several whispered speech samples of male and 
female voices are available. The effectiveness of the SER 
is more when the implementation is in two parts. The 
identification of the gender [2] happens initially using 
Bidirectional Long Short-term Memory (BiLSTM) with 
speech features. The next step is detecting emotions using 
various speech features [3] and Deep Convolutional 
Neural Network (DCNN).  
The structure of the paper includes various sections. 
Section 2 describes Human Emotions and their 
Applications. Details of the Related Work are in Section 3. 
Section 4 describes the System Model, which is the black 
box view of the implementation. Section 5 is the Model 
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Design that describes the details of the speech features and 
the deep learning models used in this implementation. 
Section 6 gives the Experiment and Result Analysis. 
Section 7 briefly discuss the Conclusion and Future Work.  

2- Human Emotions and their Applications  

Human emotions are the mental state caused by countless 
associated views, feelings, behavioral replies, and the 
degree of pressure and annoyance. It is often associated 
with attitude, temperament, behavior, disposition, and 
creativity [4]. Emotion recognition helps to detect a 
humans’ emotional mood, which lasts hours and days. 
Speech conveys emotions such as anger, disgust, fear, 
happiness, neutrality, sadness, and surprise. The machine 
automatically detects various emotions from speech with 
the help of different algorithms. Emotion Recognition 
helps to: 
 
•  Detect customers’ intentions based on the teleconference. 
•  Detect cybercrime.  
•  Students’ attention and teachers’ content adjustment.  
•  Disability assistance  
•  Customer satisfaction  
•  Stress monitoring  
•  Social media analysis 
•  Suspicious activity 
•  Human-machine interaction and so on.  

3- Related Work 

Over time, numerous studies have detected emotions from 
whispered speech. The various deep learning models 
detect emotions based on the speech features extracted 
from the collected whispered speech data corpus. The SER 
for normal and whispered speech is diverse because of 
vocal excitation. Emotions vary with many factors; gender 
is among the most influential factors [5]. Identifying 
gender in the first step improves emotion detection from 
whispered speech. So, the related work explored is on 
gender detection and emotion recognition from whispered 
speech.  
MFCC obtained by the Hilbert envelope approach and 
weighted instantaneous frequencies (WIFs) obtained by 
the coherent demodulation help to detect gender in 
whispered speech samples [6]. There is an opportunity to 
explore gender detection in noisy speech conditions using 
these approaches.  
Autoencoder-enabled features in the transfer learning 
framework propose to practice phonated data to identify 
emotions from Whispered speech [7]. The feature 
extraction is from the Geneva Whispered Emotion Corpus 
(GeWEC) and Berlin Emotional Speech Database (EMO-
DB) data corpus. The acoustic features such as Mel-

frequency cepstral coefficient (MFCC), root mean square 
(RMS), frame energy, zero-crossing-rate (ZCR), pitch 
frequency (F0), probability of voicing autocorrelation 
function are the inputs to evaluate the framework. 
Implementing deep learning concepts on spontaneous data 
gives more accuracy than the current framework.  
Gender is detected to target an anonymous speaker. The 
Deep Neural Network (DNN) model is used to generalize 
gender by using the MFCC speech feature. This 
implementation is applied to the wTIMIT dataset to verify 
the gender and recognize the speaker [8]. The DNN model 
cannot generalize gender; evaluation can happen with 
other datasets.  
MFCC and CNN, with the fully connected network, detect 
gender and emotions like anger, disgust, fear, happiness, 
sadness, surprise, and a neutral state [9]. The concept 
verification happens on RAVDESS, CREMA-D, SAVEE, 
and TESS datasets, having an accuracy of 92.283%, which 
is better than the traditional model.  
The final prediction of the implemented model is to learn 
the mutually spatial-spectral features happens by a two-
stream deep convolutional neural network with an iterative 
neighborhood component analysis (INCA) and the most 
discriminatory optimal features [10]. The concept 
verification happens on EMO-DB, SAVEE, and 
RAVDESS emotional speech corpora which perform with 
95%, 82%, and 85% accuracy rates. Real-time applications 
with natural and huge data corpora can help to extend this 
concept to identify emotions.  
Mel Frequency Magnitude Coefficient (MFMC) and three 
spectral features, namely MFCC, log frequency power 
coefficient, and linear prediction cepstral coefficient, are 
used with the help of Support Vector Machine (SVM) 
modeling [11]. The performance evaluation uses this 
concept on Berlin, RAVDESS, SAVEE, EMOVO, and 
eNTERFACE data corpus. Feature selection, feature 
fusion, and multiple classification schemes improve the 
performance of MFMC.  
The proposed MFF-SAug research in which noise removal 
improves emotion. White Noise Injection, Pitch Tuning 
techniques, MFCC, ZCR, RMS speech features, and 
Convolutional Neural Network (CNN) modeling [12] 
detect emotions. Emotion detection during the interaction 
between people can extend the MFF-SAug approach.  
The proposed Neural Network-based Blended Ensemble 
Learning (NNBEL) model is composed of a 1-dimensional 
Convolution Neural Network (1D-CNN), Long Short-
Term Memory (LSTM), and CapsuleNets. LSTM receives 
input from the Log Mel-spectrogram speech features, 
while 1D-CNN and CapsuleNets receive input from the 
MFCC. Each model’s output is fed to Multi-Layer 
Perceptron (MLP) and predicts the final emotions [13]. 
This model shows 95.3% and 94% accuracy on 
RAVDESS and IEMOCAP datasets, respectively.  
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TrustSER [14] implemented a general framework to 
determine the SER system's trustworthiness using deep 
learning techniques. Trustworthiness evaluates privacy 
(gender information, speaker demographics), safety, 
fairness, sustainability, and emotions (sad, angry, happy, 
neutral). The architecture of the TrustSET framework uses 
CNN encoder and Transformer encoder models. 
Trustworthy profiles under the Federated Learning 
scenario might improve privacy, fairness, and safety. 
A hybrid meta-heuristic ensemble-based classification [15] 
helps to detect speech emotions. Raw speech samples are 
filtered using the Butterworth filter; then, spectrogram 
speech features are extracted from each frame to create a 
hybrid feature vector. The ensemble-based classification is 
applied to hybrid feature vectors to classify emotions. The 
ensemble-based classification contains a Recurrent Neural 
Network (RNN), a Deep Belief Network (DBN), and an 
Artificial Neural Network (ANN). 
The above-related work shows that it is crucial to identify 
gender to segregate emotions in a speech. Male and female 
emotions are different based on situations. Whispered 
speech is an essential concept of emotion recognition. 
There is an opportunity to experiment further based on 
other datasets of whispered speech. So, this is a motivation 
to work on emotion recognition in whispered speech, as 
this is a less explored area of research.  

4- System Model 

The analysis of emotion recognition from the whispered 
speech segregates into two parts. One is gender detection, 
and the second is emotion detection as shown in Fig 1.  
 

 
Fig. 1 Emotion recognition from whispered speech 
 
As part of gender detection, pre-processing of the speech 
samples is performed, and then pitch and SDC are 
extracted as part of prosodic and spectral features, 
respectively. Both the features are fused to get a single 
feature set with the help of multifeature fusion. PCA helps 
to reduce the dimensions of extracted features and is used 
as input to Bidirectional Long short-term memory 
(BiLSTM) to classify genders, as shown in Fig 2.  
 

 
Fig .2 Gender detection from whispered speech 
 
Following Gender detection, the augmentation of speech 
data helps to get more realistic data. Then the speech 

features such as Chromatogram, Zero-Crossing Rate, 
Spectral Central, MFCC, Spectral Flux, and Mel 
Spectrograms are extracted. All the extracted features 
combine to get a single feature using multifeature fusion. 
Then the dimensions are reduced to get the optimal data 
points. The data points are inserted into the Deep 
Convolutional Neural Network (DCNN) to identify the 
emotions, as shown in Fig 3. 

5- System Design 

The implementation of system design happens in two parts. 
The first part identifies the male and female gender from 
the whispered speech samples. Then the determination of 
different emotions like sadness, happiness, fear, anger, 
surprise, disgust, and neutral are detected in gender-
segregated speech samples. 

 
Fig. 3 Emotion Recognition from Male and Female whispered speech.  

5-1- Whispered Speech Data Corpus  

wTIMIT [16] is a whispered voice data corpus having 450 
phonetically balanced sentences with 29 speakers. There 
are 11,324 utterances with a normal voice, which can be 
used for normal and whispered training. This data is 
available in two parts - train and test divisions. The 
samples contain an 8 kHz sampling rate with a high-
quality and low-pass filter.  

5-2-    Data Augmentation 

Data augmentation [17] is the method of getting more 
realistic data from the existing data, which helps to add 
more training data to the model, reduce overfitting, and 
increase the model’s generalization ability. Below are the 
steps to generate synthetic data.  

• Shifting Time: Shifting time is a simple concept 
where the audio shifts to the left or right with a 
haphazard second. If the audio shifts to the left 
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with z seconds, then the first z seconds are 
marked as silence. Similarly, if the audio shifts to 
the right with z seconds, the last z seconds are 
marked as silence.  

• Changing Pitch: Pitch change is adjusting the 
pitch randomly without upsetting the speediness 
of the audio file.  

• Changing Speed: Speed audio changes by 
stretching the time series data by a fixed rate.  

5-3- Pre-Processing 

After the data collection and data augmentation, pre-
processing [3] is the initial phase in training SER. 
Framing, Windowing, Voice activity detection, 
Normalization, and Noise reduction are pre-
processing steps.  
Framing: Speech signals are quasiperiodic and vary 
over time. Hence, information and related emotions 
also fluctuate over time. The segregation of the 
signals happens in a shorter period to make the 
speech signal invariant. Twenty milliseconds to thirty 
milliseconds helps to make the speech signal 
invariant, and five milliseconds of overlap of the 
frames avoid data leakage between the frames.  
Windowing: Windowing on each frame helps to diminish 
data leakage during Fast Fourier Transformation (FFT) 
after framing. The Hamming window allows this step 
where the window size is N for the frames 𝑊𝑊(𝑝𝑝), used in 
equation (1). 
 

𝑊𝑊 (𝑝𝑝) = 0.54 − 0.46 cos �2𝜋𝜋𝜋𝜋
𝑁𝑁−1

�,      (1) 
𝑓𝑓𝑓𝑓𝑓𝑓 0 ≤ 𝑝𝑝 ≤ 𝑁𝑁 − 1 

 

Voice Activity Detection (VAD): An utterance has three 
portions of speech activities: voiced, unvoiced, and silent. 
Zero Crossing Rate (ZCR) speech feature helps to detect 
VAD. ZCR represents the frequency of signal transitions 
between positive and negative values within a specific 
frame. Due to high energy, the ZCR value is low for 
voiced speech and high for unvoiced speech because of 
low energy.  
Normalization: Normalization helps to reduce speaker 
and recording inconsistency without affecting the features’ 
strength and enhancing the features’ generalization 
capability. The Z-normalization method is used more and 
represented as  
𝑍𝑍 =  𝑦𝑦− 𝜇𝜇

𝜎𝜎
     (2) 

Where 𝑦𝑦 is the speech signal, 𝜇𝜇  and 𝜎𝜎  are the mean and 
standard deviation of the data, respectively.  
Noise Reduction: The environmental noise captured while 
recording a speech signal affects the recognition rate. 
Minimum mean square error (MMSE) and log-spectral 
amplitude MMSE (LogMMSE) reduce the noise from the 

speech signals. Noise reduction helps to get more accuracy 
in SER evaluation.  

5-4- Feature Extraction 

Specific emotions are present in prosodic and spectral 
features of speech. The extraction of prosodic and spectral 
features is a vital characteristic of emotion recognition 
after pre-processing the speech signals.  

5-4-1-Prosodic Features 

Prosodic features deal with the audio qualities of a speech 
when connected speeches use sounds as input. The 
production of the speech deals with the amount of energy, 
frequency, period, loudness, pitch, and duration. Speech 
signal communication depends on intonation, stress, and 
rhythm, which prosodic features can detect. The prosodic 
features used in the implementation are: 
Zero-Crossing Rate (ZCR): ZCR [17] measures the 
frequency of signal transitions between positive and 
negative values in every audio frame and defined as  
𝑍𝑍 =  1

2𝑊𝑊𝐿𝐿
 ∑ 𝑠𝑠𝑠𝑠𝑠𝑠 (𝑥𝑥𝑘𝑘[𝑚𝑚]) − 𝑠𝑠𝑠𝑠𝑠𝑠 (𝑥𝑥𝑘𝑘[𝑚𝑚 − 1)𝑊𝑊𝐿𝐿

𝑚𝑚=1  (3) 
Where 𝑠𝑠𝑠𝑠𝑠𝑠(. ) is the sign function. 

 𝑠𝑠𝑠𝑠𝑠𝑠[𝑥𝑥𝑘𝑘(𝑚𝑚)] =  � 1,   𝑘𝑘 ≥ 1
−1, 𝑘𝑘 < 1 

Fundamental Frequency (Pitch): Fundamental 
Frequency (F0) [18] is the minimum frequency of the 
periodic waveform. F0 is the significant parameter to 
differentiate male speech from female speech. Pitch also 
determines the voiced and unvoiced portion of the speech 
signal. This analysis uses pitch parameters like pitch mean 
value and pitch range. 
The pitch range determines the number of octaves a speech 
sample can cover, from the lowest to the highest. F0 value 
varies from 85Hz to 180 HZ for the voiced speech of adult 
males. 
 

 
Fig. 4 Representation of Pitch data 

 
Similarly, the F0 value for adult females goes from 165Hz 
to 255Hz, as shown in Fig 4.  
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5-4-2-Spectral Features 

The representation of spectral features happens by 
converting the time-domain speech signal into the 
frequency domain with the help of the Fast Fourier 
Transform (FFT) which benefits to represent the 
characteristics of the Human Vocal Tract. The spectral 
features are  
Spectral Centroid (SC): The Spectral Centroid [19] is the 
most used speech feature where the positioning of the 
“center of mass” of the audio signal spectrum defines the 
weight of the spectrum. The center of mass measures the 
weighted average of the frequency component located in 
the audio signal, defined as 
 

𝑋𝑋𝑟𝑟𝑚𝑚𝑟𝑟 =  ∑ 𝑓𝑓 (𝑘𝑘)𝑦𝑦(𝑘𝑘)𝑘𝑘−1
𝑘𝑘=0
∑ 𝑦𝑦(𝑘𝑘)𝑘𝑘−1
𝑘𝑘=0

    (4) 

Where 𝑦𝑦(𝑘𝑘) represents the magnitude of bin number 𝑘𝑘 and 
𝑓𝑓 (𝑘𝑘) represents the central frequency of the bin. 
Chroma STFT: Chroma STFT [20] is obtained using FFT 
on speech samples and the resulting spectrums are a 
chromatogram in a vertical axis. This feature captures the 
harmonic feature of the speech signals.  
Mel-scale Spectrogram: Mel-scale Spectrogram [21] is a 
spectrogram in which frequencies convert to the Mel scale, 
which helps to differentiate the range of frequencies. Mel-
spectrogram helps to understand emotions in a better way 
as humans can perceive sound on a logarithmic scale.  
Mel Frequency Cepstral Coefficient (MFCC): MFCC 
[17] is SER’s standard feature extraction technique. The 
vocal cords, tongue, and teeth filter the sound and make it 
unique for each speaker in the Human Speech production 
system. Mel scale represents MFCC, where the frequency 
bands are equally spaced and close to the Human Auditory 
System’s response, as shown in Fig 5.  

 

Fig 5 MFCC speech feature extraction 
 
Shifted Delta Cepstrum (SDC): Time derivatives apply 
to the cepstral coefficients obtained from the MFCC and 
combined with the delta coefficient to get SDC, as shown 
in Fig 6. 𝑀𝑀,𝐷𝐷,𝑃𝑃  and 𝐾𝐾  are the four parameters used in 
SDC [22].  M denotes the cepstral coefficient for each 
frame. 𝑃𝑃  indicates added frames. 𝐾𝐾  are the frames that 
append delta features from the new feature vector. 𝐷𝐷 
represents the delta values difference. So, the coefficient 
vectors represent as  

 
𝑐𝑐(𝑡𝑡) = [𝑐𝑐1, 𝑐𝑐2, … … , 𝑐𝑐𝑖𝑖 … . . 𝑐𝑐𝐾𝐾−1]   (5) 
𝑐𝑐𝑖𝑖  are MFCC coefficients and 𝑡𝑡  is the coefficient index. 
For a given time, 𝑡𝑡 an intermediate calculation is done to 
obtain the 𝐾𝐾 coefficients. 
∆𝑐𝑐𝑖𝑖(𝑡𝑡, 𝑠𝑠) = 𝑐𝑐(𝑡𝑡 + 𝑠𝑠 ×  𝑃𝑃 + 𝐷𝐷) − 𝑐𝑐(𝑡𝑡 + 𝑠𝑠 × 𝑃𝑃 − 𝐷𝐷) (6) 
Finally, the SDC coefficients vectors of 𝐾𝐾 dimensions are 
obtained as 
𝑆𝑆𝐷𝐷𝑆𝑆(𝑡𝑡) = [∆𝑐𝑐(𝑡𝑡, 0),∆𝑐𝑐�𝑡𝑡, 1 … … … ,∆𝑐𝑐(𝑡𝑡,𝐾𝐾 − 1)�] (7) 
 

 
Fig. 6 Extraction of SDC speech feature 

 
This speech feature helps to identify genders for a long-
range dynamic appearance in speech signals.  
Spectral Flux: Spectral flux [20] measures the change in 
speed of the signal’s power spectrum compared to the 
previous frame. This feature estimates the speech signal’s 
power spectrum about the power spectrum of one frame 
with others.  

5-5- Feature Selection and Dimension Reduction  

Feature selection [23] is selecting features from a large set 
of extracted features to eliminate redundant and unused 
information and decrease processing time. For this work, 
the extracted pitch contains lots of information. The global 
features, like the range of pitch values and mean pitch 
values, are selected. Removing redundant and unused 
information, such as additional zeroes, duplicate values, or 
frames, is part of MFCC feature extraction. The exact 
process removes the silent speech frames.  
Fundamental frequency and SDC are two speech features 
to identify gender. Similarly, Spectral centroid, Chroma 
STFT, MFCC, and Spectral flux features are used for 
emotion identification to create a single set of data points 
from multiple speech features using multifeature fusion 
technique [24]. 
Multifeature Fusion: The extracted speech features have 
different dimensions, so feature proximity usages average 
dimensional spacing between the vectors to denote the 
proximity between the diverse features [24]. The average 
dimensional spacing between the vectors is computed as  

𝑑𝑑𝜇𝜇(𝑘𝑘, 𝑙𝑙) =  1
𝑁𝑁𝐾𝐾𝑁𝑁𝑙𝑙

�∑ ∑ (𝑝𝑝𝑘𝑘 −  𝑝𝑝𝑙𝑙)2𝑁𝑁𝑙𝑙𝑁𝑁𝑘𝑘  (8) 

𝑑𝑑𝜎𝜎2= 1
𝑁𝑁𝐾𝐾𝑁𝑁𝑙𝑙

 �∑ ∑ (𝑞𝑞𝑘𝑘 −  𝑞𝑞)2𝑁𝑁𝑙𝑙𝑁𝑁𝑘𝑘   (9) 
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𝑑𝑑𝜇𝜇(𝑘𝑘, 𝑙𝑙)  and 𝑑𝑑𝜎𝜎2  are the mean and variance interval of 
average dimensions of the feature vectors. 𝑝𝑝𝑘𝑘  and 𝑝𝑝𝑙𝑙  are 
the mean value of 𝑘𝑘 and 𝑙𝑙 type of sound features. 𝑞𝑞𝑘𝑘 and 𝑞𝑞𝑙𝑙 
are the mean value of 𝑘𝑘 and 𝑙𝑙 type of sound features. Then 
the subsequent dimensionality reduction [25] method 
follows once the feature selection process is complete. 
High data variance is present in the extracted features 
containing more information. Dimension reduction 
techniques reduce the dimensions from extracted feature 
vectors.  
 

5-5-1- Principal Component Analysis (PCA) 

PCA [25] is an approach for reducing the dimensionality 
of extensive datasets, transforming them into more 
compact representations while retaining crucial 
information. These reductions in the number of variables 
help to get more accurate results. A reduced dataset makes 
it easier and faster to visualize and analyze the data. 
Following steps followed to explore PCA.  

• Standardization creates a normalized dataset 
when there is a significant difference in the range 
of initial variables or a larger range of datasets 
dominates the smaller range. It can be done by  
𝑍𝑍 =  𝑣𝑣𝑣𝑣𝑙𝑙𝑣𝑣𝑣𝑣−𝑚𝑚𝑣𝑣𝑣𝑣𝑚𝑚

𝑆𝑆𝑆𝑆𝑣𝑣𝑚𝑚𝑆𝑆𝑣𝑣𝑟𝑟𝑆𝑆 𝐷𝐷𝑣𝑣𝑣𝑣𝑖𝑖𝑣𝑣𝑆𝑆𝑖𝑖𝐷𝐷𝑚𝑚
   (10) 

• Covariance Matrix Computation helps to know 
how the input dataset varies from the mean value 
to each data point.  

• Eigenvectors and Eigenvalues of the covariance 
matrix help to identify the principal component.  

5-6- Modelling 

This implementation uses two deep learning models. 
Bidirectional Long Short-Term Memory (BiLSTM) 
classifies the genders in whispered speech, and Deep 
Convolutional Neural Network (DCNN) identifies 
emotions.  
BiLSTM [26] combines two Recurrent Neural Networks 
(RNN) that are placed independently and can traverse 
backward and forward directions at each time step, as 
shown in Fig 7. There are two ways to deal with data in 
this model - The first involves processing data from the 
past to the future, and the second operates in the opposite 
direction, from future to past, where two hidden layers of 
neurons help to preserve the information in both 
directions. This approach helps to improve the information 
available in the algorithm.  
For BiLSTM, the sequence of inputs is 𝑠𝑠 =
(𝑠𝑠1, 𝑠𝑠2, 𝑠𝑠3, … … … 𝑠𝑠𝑚𝑚) for a traditional RNN, which computes 
the hidden vector sequences ℎ = (ℎ1, h,ℎ3, … … …ℎ𝑚𝑚) and 
results in the output sequences 𝑓𝑓 = (𝑓𝑓1, 𝑓𝑓2, 𝑓𝑓3, … … … 𝑓𝑓𝑚𝑚) 
for the iteration 𝑇𝑇 = 1 to 𝑛𝑛 
ℎ𝑇𝑇 = 𝐻𝐻(𝑊𝑊𝑖𝑖ℎ𝑠𝑠𝑇𝑇 + 𝑊𝑊ℎ𝑚𝑚ℎ𝑇𝑇 + 𝑏𝑏ℎ)   (11) 

𝑓𝑓𝑇𝑇 =  𝑊𝑊ℎ𝐷𝐷ℎ𝑇𝑇 + 𝑏𝑏𝐷𝐷    (12) 
𝑊𝑊 are the weight matrices; 𝑏𝑏 is the bias vector, and 𝐻𝐻 is 
the hidden layer function. 
DCNN [27] is a Convolutional Neural Network (CNN) 
type that helps to identify emotions from whispered 
speech. The input to the model is the speech data that 
traverses through many stages, such as the convolution 
layer, the pooling layer, Activation, Fully Connected, 
Batch normalization, and dropout layers, as shown in Fig 
8.  
 

 
 

Fig 7. Structure of BiLSTM 
 
To avoid overfitting, Leaky ReLU is used as an activation 
function in this implementation and evaluated as  
� 𝑠𝑠               𝑠𝑠𝑓𝑓 𝑠𝑠 ≤ 0
0.01 𝑠𝑠      𝑂𝑂𝑡𝑡ℎ𝑒𝑒𝑓𝑓𝑒𝑒𝑠𝑠𝑠𝑠𝑒𝑒

   (13) 
The fully connected layer is a loss layer, measuring the 
inconsistency between the desired and actual outputs. Root 
The Mean Squared Propagation (RMSProp) optimization 
algorithm enhances the loss function, which varies in 
vertical directions.  

 
Fig. 8 Structure of Deep Convolution Neural Network 

5-7- Emotions 

Deep learning techniques are applied to identify the 
emotions of human speech. Discrete Emotion [3] 
theory uses seven vital emotions in Human activities.  

• Sadness: This is the feeling of dissatisfaction, 
sorrow, or fruitlessness.  

• Happiness: This is the emotional state that elicits 
satisfaction and pleasure.  

• Fear: This feeling triggers a fright response.  
• Anger: This emotional state leads to feelings of 

hostility and frustration.  
• Surprise: It is the state of mind that expresses 

either positive or negative following something 
unexpected.  

• Disgust: A strong emotion that results in feeling 
repulsed.  
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• Neutral: This is the feeling of lack of particular 
preference.  

 

5-8- Algorithm for Emotion Recognition  

The algorithm to detect emotions from the whispered 
speech is in two parts 

• Gender Detection 
• Emotion Identification  

 
Algorithm 1: Geneder Detection 
INPUT: Text File (Whispered Speech Samples) 
OUTPUT: Emotions (Sad, Happy, Fear, Anger, Surprise, 
Disgust, Neutral)  
 
1: Begin: 
2: Read speech samples from Corpus  
3: Pre-processing the speech samples: 
4: Processed_speech=Pre_processing (Speech_Sample)  
5: Extracted SDC, Pitch features: 
6: SDC, Pitch=Feature_Extraction(Processed_speech)  
7: Multifeature fusion: 
8: multi_feature = multifeatured_fusion(SDC, Pitch)  
9: Dimension reduction:  
10: Dimension_R = Dimension_Reduction(multi _feature) 
11: Determine gender: 
12: Gender = BiLSTM (Dimension_R) 
13: Placed in folders:  
14: Gender= (Male, Female)  
15: End:  
Algorithm 2 Emotion Identification  
 
1:  Begin:  
2:  Speech Samples = (Male, Female)  
3:  Data Augmentation:  
4:  Augemented_samples = Data Augmentation (Speech          
Samples)  
5:  Pre-processed the speech samples:  
6:  Processed_speech=Preprocessing (Augemented_sam 
ples)  
7:  Extracted Spectral Centroid, ChromaSTFT, MFCC, 
Mel spectrogram features:  
8:  Spectral_Centroid, Chroma_STFT, MFCC, 
Mel_spectrogram = Feature Extraction (Processed_spe 
ech)  
9:  Multifeature fusion:  
10:  multi_feature = 
multifeatured_fusion(Spectral_Centroid, Chroma_STFT, 
MFCC, Mel_spectrogram) 
11:  Dimension reduction:  
12:  Dimension_R = Dimension_Reduction(multi_feature)  
13:  Emotion detection:  
14:  Emotions = DCNN(Dimension_R)  

15:  OUTPUT Emotions (Sad, Happy, Fear, Anger, 
Surprise, Disgust, Neutral)  
16:  End:  

6- Experiment and Result Analysis 

The proposed SER has been implemented utilizing Python 
programming language and fortified by various machine 
learning libraries and additional supporting libraries. The 
experiment uses Python (Python 3.6.3rc1) and Librosa 
(Librosa 0.8.0) for audio processing. Graph plotting uses 
Seaborn and Matplotlib libraries, which help to analyze the 
speech data. BiLSTM and DCNN models implement the 
model using Keras (Keras- 2.6.0), TensorFlow 
(TensorFlow-2.6.0), and Scikit-learn libraries.  
wTIMIT dataset is collected and divided into the train, 
cross-validation, and test samples. Subsequently, the 
speech processing takes place during implementation, 
incorporating data-augmentation techniques like shifting 
time, changing pitch, and changing speed. The pre-
processing of speech content from each sample helps to 
analyze it and extract its features. The dimensionally 
reduced extracted features align with the data points in the 
BiLSTM model. The training dataset makes the model 
learn the features or data. Epochs continuously learn 
hidden features when the dataset completes backward and 
forward iterations. Then the cross-validation dataset is 
used to estimate the model’s performance on each epoch 
and prevent the model from being overfitted. The test 
dataset helps to evaluate the trained model unbiasedly 
using performance metrics like precision, recall, f1 score, 
and confusion Matrix.  
The parameters used in BiLSTM models are as in Table 1.  

Table 1: Parameters of the BiLSTM model 

Layers Shape of output Parameters# 

Embedding 
(Embedding) 

(None, 216, 256) 
 

524544 
 

Bidirectional 
 

(None, 128) 
 98816 

batch normalization (None, 128) 
 512 

Dense (Dense) (None, 128) 
 10512 

dropout (Dropout) (None, 128) 
 0 

flatten (Flatten) (None, 128) 
 1024 

dense1(Dense) 
 

(None, 12) 
 0 

dense2(Dense) 
 

(None, 12) 
 455 
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The BiLSTM model helps to segregate the speech samples 
into male and female. The segregated speech samples 
move to their respective male and female folders.  

Table 2: Parameters of the DCNN model 

Layers Shape of output Parameters# 
conv1d (Conv1D) 

 
(None, 216, 256) 

 2304 
Activation 

(Activation) 
(None, 216, 256) 

 0 

conv1d 1 (Conv1D) 
 (None, 216, 256) 524544 

batch normalization 
 (None, 216, 256) 1024 

activation 1 
(Activation) 

 
(None, 216, 256) 0 

dropout (Dropout) (None, 216, 256) 
 0 

max pooling1d 
(MaxPooling1D) 

 
(None, 13, 256) 

 0 

conv1d 2 (Conv1D) 
 

(None, 13, 128) 
 

262272 
 

activation 2 
(Activation) 

 
(None, 13, 128) 

 0 

conv1d 3 (Conv1D) 
 

(None, 13, 128) 
 

131200 
 

activation 3 
(Activation) 

 
(None, 13, 128) 

 0 

conv1d 4 (Conv1D) 
 

(None, 13, 128) 
 

131200 
 

batch normalization 
 

(None, 13, 128) 
 512 

activation 4 
(Activation) 

 
(None, 13, 128) 

 0 

conv1d 5 (Conv1D) 
 

(None, 13, 128) 
 

131200 
 

batch normalization 
1 
 

(None, 13, 128) 
 512 

activation 5 
(Activation) 

 
(None, 13, 128) 

 0 

dropout 1 (Dropout) 
 

(None, 13, 128) 
 0 

max pooling1d 1 
(MaxPooling1D) 

 
(None, 1, 128) 

 0 

conv1d 6 (Conv1D) 
 

(None, 1, 64) 
 65600 

activation 6 
(Activation) 

 
(None, 1, 64) 

 0 

conv1d 7 (Conv1D) 
 

(None, 1, 64) 
 32832 

activation 7 
(Activation) 

 
(None, 1, 64) 

 0 

flatten (Flatten) 
 

(None, 64) 
 0 

dense (Dense) 
 

(None, 14) 
 910 

activation 8 
(Activation) 

 
(None, 14) 

 0 

 
After separating the speech samples into genders, Chroma 
STFT, Spectral centroid, Mel-scale spectrogram, and 
Spectral Flux features extraction happened. Then the 
created data points are dimensionally reduced to fit into 
the DCNN deep learning model to identify emotions. 
Metrics like precision, recall, F1 score, and the confusion 
matrix aid in assessing the model's performance. Table 2 
mentions the parameters of the DCNN model.  

6-1- Result Analysis  

The fusion of Fundamental frequency and SDC 
detects the gender of speech samples. The initial 
stage involves pre-processing the speech samples, 
followed by feature extraction, which includes SDC 
and fundamental frequencies. The combination of 
SDC and Fundamental speech features create a 
multifeature fusion resulting in a single set of data 
points. The next step is to reduce the dimensions of 
data points to use them as input to the BiLSTM 
Model. The BiLSTM model predicts the data in the 
dataset as male and female, placed in separate 
folders. Of these, 3342 speech samples are available, 
and 3294 are correctly classified. So, the accuracy of 
the model prediction is 99.59%. The precision, recall, 
and f1-score values, along with the confusion matrix, 
are shown in Figs 9 and 10. The predicted model 
identifies the female speech samples more accurately 
than the male.  

 
Fig. 9 Confusion Matrix for Gender detection by BiLSTM. 

 

The graph in Fig 9 shows the gender detection from the 
speech sample. The X-axis represents the true label, and 
the Y-axis shows the predicted label. This graph gives the 
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count of detected gender speech that the Bi-LSTM model 
correctly and incorrectly detects. 

 

Fig. 10 Accuracy measures of Gender Detection. 
 
2031 female and 1263 male speech are correctly detected, 
whereas 13 females and 35 males are incorrectly detected. 
Pitch values identify the emotions after detecting genders 
from the speech samples.  
The extraction of MFCC, Mel-scale spectrogram, Chroma 
STFT, Spectral Flux, and Spectral Centroid speech 
features happens from speech samples. Then, all five 
speech features are fused into a single feature and 
dimensionally reduced. Finally, the DCNN model is 
applied to predict emotions. 
Individual emotions are detected based on gender as 
shown in Fig 11. The deviation in the male speech 
emotions is less than the female. Female fear and female 
neutral emotions show divergent results from other 
emotions. The accuracy of the model is 98.54%.  
 

 
Fig.11 Emotions based on gender.  

6-2- Comparison Analysis  

This experiment evaluates the current implementation 
using the wTIMIT dataset, resulting in an impressive 
accuracy of 98.54%. The performance compares with 
three-layered Long short-term memory Bidirectional 
RNNs (LSTM BiRNN) that use No-Attention, Feed 
Forward Attention (FFA), and Improved Feed Forward 
Attention Mechanism (IFFA) to evaluate the emotions in 
the dataset. This model uses 35 hidden states to train the 

dataset. The models are trained and validated with the help 
of the wTIMIT dataset [28] and tested with the help of the 
CHAINS dataset, as shown in Table 3. This experiment is 
a new hypothesis for emotion detection with gender 
identification on whispered speech. Hence, there are fewer 
references available for similar investigations. 

Table 3: Comparison of the Implementation 

  Sl# Model Implementation  Accuracy 

1 FFA, IFFA, LSTM, Bi_RNN [28] 97.6 % 

2 Proposed Model 98.54 % 
The proposed method improves the performance of 
emotions after segregating the speech samples into genders. 
By separating the approach into two models, this 
implementation excels in capturing natural and 
spontaneous expressions of emotions with low latency 
manner.  

7- Conclusion and Future Work 

Identification of gender from whispered speech and 
recognizing emotions is a complicated task. This 
implementation initially detects the gender from the 
speech samples before identifying the emotions. Emotions 
might vary based on gender in the same situation. Speech 
features such as Fundamental Frequency and SDC help 
with gender identification. MFCC, Mel-scale spectrogram, 
Spectral flux, Spectral Centroid, and Chroma STFT play a 
vital role in detecting emotions. Multifeature fusion helps 
to combine speech features into a single set of data points. 
The concept verifies with the publicly available dataset 
wTIMIT with an accuracy of 98.54%. This approach helps 
to identify nearly inaudible emotions and is used to figure 
out the strategy. The proposed methodology can be 
improved using other speech features, machine learning, 
and deep learning concepts.  
 
References 
[1]  ST Jovicic, and Z Saric, “Acoustic analysis of consonants in 

whispered speech,” Journal of voice, vol 22, no. 3, pp. 263–
274, 2008. 

[2]  M Kumari, and I Ali, “An efficient algorithm for gender 
detection using voice samples,” 2015 Communication, 
Control and Intelligent Systems (CCIS), 2015 , Mathura, 
Utter Pradesh,  pp. 221–226, doi: 
10.1109/CCIntelS.2015.7437912. 

[3] S Motamed, S Setayeshi, A Rabiee, and A Sharifi, “Speech 
Emotion Recognition Based on Fusion Method,” Journal of 
Information Systems and Telecommunication (JIST), vol. 3, 
pp. 50--56, 2017, doi: 10.7508/jist.2017.17.007.  

[4] JS Li, CC Huang, ST Sheu, and MW Lin, “Speech emotion 
recognition and its applications,” Proc. of Taiwan Institute of 
Kansei Conference, 2010 Paris, France, pp. 187–192.  

https://doi.org/10.1109/CCIntelS.2015.7437912
https://doi.org/10.7508/jist.2017.17.007


 
Journal of Information Systems and Telecommunication, Vol.12, No.2, April-June 2024 

 
161 

[5] A Guerrieri, E Braccili, F Sgro, and GN Meldolesi “Gender 
identification in a two-level hierarchical speech emotion 
recognition system for an Italian Social Robot,” Sensors, vol. 
22, no. 5, pp. 1714, 2022, doi: 10.3390/s22051714. 

[6] M Sarria-Paja, TH Falk, and D  O’Shaughnessy, “Whispered 
speaker verification and gender detection using weighted 
instantaneous frequencies,” 2013 IEEE International 
Conference on Acoustics, Speech and Signal Processing, 
2013 (May 26-31), Vancouver, Canada, pp. 7209–7213, doi: 
10.1109/ICASSP.2013.6639062.  

[7] J Deng, S Fruhholz, Z Zhang, and Bojrn Schuller, 
“Recognizing emotions from whispered speech based on 
acoustic feature transfer learning,” IEEE Access, vol.  5, pp. 
5235–5246, 2017.  

[8] M Cotescu, T Drugman, G Huybrechts, J Lorenzo-Trueba, 
and A Moinet, “Voice conversion for whispered speech 
synthesis,” IEEE Signal Processing Letters, vol. 27, pp. 186–
190, 2019, doi: 10.1109/LSP.2019.2961213.  

[9] P Mishra, and R Sharma, “Gender differentiated 
convolutional neural networks for speech emotion 
recognition,” 2020 12th International Congress on Ultra-
Modern Telecommuni- cations and Control Systems and 
Workshops (ICUMT), 2020 (October 5-7), Brno, Czech 
Republic, pp. 142–148, doi: 
10.1109/ICUMT51630.2020.9222412. 

[10] Mustaqeem S Kwon, “Optimal feature selection based 
speech emotion recognition using two-stream deep 
convolutional neural network,” International Journal of 
Intelligent Systems, vol. 36, no. 9, pp. 5116– 5135, 2021, 
doi:  10.1002/int.22505. 

[11] J. Ancilin and A. Milton, “Improved speech emotion 
recognition with mel frequency magnitude coefficient,” 
Applied Acoustics, vol. 179, pp. 108046, 2021, doi: 
10.1016/j.apacoust.2021.108046.  

[12] S. Jothimani and K. Premalatha, “Mff-saug: Multi feature 
fusion with spectrogram augmentation of speech emotion 
recognition using convolution neural network,” Chaos, 
Solitons & Fractals, vol. 162, pp. 112512, 2022, doi: 
10.1016/j.chaos.2022.112512.  

[13] B Yalamanchili, SK Samayamantula, and KR Anne, “Neural 
network-based blended ensemble learning for speech 
emotion recognition,” Multidimensional Systems and Signal 
Processing, vol. 33, no. 4, pp. 1323--1348, 2022, doi: 
10.1007/s11045-022-00845-9.  

[14] T Feng, R Hebbar, and S Narayanan, “Trustser: On the 
trustworthiness of fine-tuning pre-trained speech embeddings 
for speech emotion recognition,” arXiv preprint 
arXiv:2305.11229, 2023, doi: 10.48550/arXiv.2305.11229 

[15] RV Darekar and M Chavan, S Sharanyaa, and NR Ranjan, 
“A hybrid meta-heuristic ensemble based classification 
technique speech emotion recognition,” Advances in 
Engineering Software, vol. 180, pp. 103412, 2023. 

[16] J Rekimoto, “Dualvoice: A speech interaction method using 
whisper-voice as commands,” CHI Conference on Human 
Factors in Computing Systems Extended Abstracts, pp. 1–6, 
2022, doi: 10.1145/3491101.3519700. 

[17]H Dolka, AX VM, and S Juliet,“ Speech emotion recognition 
using ANN on MFCC features,” 2021 3rd international 
conference on signal processing and communication (ICPSC), 
2021, Coimbatore, India, pp. 431–435, doi: 
10.1109/ICSPC51351.2021.9451810. 

[18] MK Reddy and KS Rao, “Robust pitch extraction method 
for the hmm-based speech synthesis system,” IEEE signal 
processing letters, vol.  24, no. 8, pp. 1133–1137, 2017, doi: 
10.1109/LSP.2017.2712646.  

[19] J Chatterjee, V Mukesh, HH Hsu, G Vyas, and Z Liu, 
“Speech emotion recognition using cross- correlation and 
acoustic features,” 2018 IEEE 16th Intl Conf on Dependable, 
Autonomic and Secure Computing, 16th Intl Conf on 
Pervasive Intelligence and Computing, 4th Intl Conf on Big 
Data Intelligence and Computing and Cyber Science and 
Technology Congress, 2018 (August 12-15), Athens, Greece, 
pp. 243–249, doi: 10.1109/DASC/PiCom/DataCom/CyberSci 

 Tec.2018.00050.  
[20] S Rajesh and NJ Nalini, “Musical instrument emotion 

recognition using deep recurrent neural network,” Procedia 
Computer Science, vol. 167, pp. 16--25, 2020, doi: 
10.1016/j.procs.2020.03.178. 

[21] M Aly, and NS Alotaibi, “A novel deep learning model to 
detect covid-19 based on wavelet features extracted from 
mel- scale spectrogram of patients’ cough and breathing 
sounds,” Informatics in Medicine Unlocked, vol.  32, pp. 
101049, 2022, doi: 10.1016/j.imu.2022.101049. 

[22] Z Qawaqneh, AA Mallouh, and BD Barkana, “Age and 
gender classification from speech and face images by jointly 
fine-tuned deep neural networks,” Expert Systems with 
Applications, vol. 85, pp. 76–86, 2017, doi: 
10.1016/j.eswa.2017.05.037.  

[23] A Koduru, HB Valiveti and AK Budati, “Feature extraction 
algorithms to improve the speech emotion recognition rate,” 
International Journal of Speech Technology, vol. 23, no. 1, 
pp. 45–55, 2020, doi: 10.1007/s10772-020-09672-4.  

[24] S Zhang, and C Li, “Research on feature fusion speech 
emotion recognition technology for smart teaching,” Mobile 
Information Systems, vol. 2022, 2022, doi:  
10.1155/2022/7785929. 

[25] GB, Prasanna, SV Bhat, C Naik, and HN Champa, “An 
Efficient Method for Handwritten Kannada Digit 
Recognition based on PCA and SVM Classifier,” Journal of 
Information Systems and Telecommunication (JIST), vol. 3, 
no. 35, pp. 169 2021, doi: 20.1001.1.23221437.2021.9.35.3.2. 

[26] A Graves, N Jaitly, and A Mohamed, “Hybrid speech 
recognition with deep bidirectional lstm,” 2013 IEEE 
workshop on automatic speech recognition and 
understanding, 2013, Olomouc, Czech Republic, pp. 273–
278, doi: 10.1109/ASRU.2013.6707742.  

[27] N Aloysius and M Geetha, “A review on deep convolutional 
neural networks,” 2017 international conference on 
communication and signal processing (ICCSP), 2017, pp. 
0588–0592, IEEE, doi: 10.1109/ICCSP.2017.8286426.  

[28] SBC Gutha, MAB Shaik, T Udayakumar, and AA 
Saunshikhar, “Improved feed forward attention mechanism in 
bidirectional recurrent neural networks for robust sequence 
classification,” 2020 International Conference on Signal 
Processing and Communications (SPCOM), 2020, IISc, 
Bangalore. IEEE, pp. 1—5, doi: 
0.917960610.1109/SPCOM50965.202 

https://doi.org/10.3390/s22051714
https://doi.org/10.1109/ICASSP.2013.6639062
https://doi.org/10.1109/LSP.2019.2961213
https://doi.org/10.1109/ICUMT51630.2020.9222412
https://doi.org/10.1002/int.22505
https://doi.org/10.1016/j.apacoust.2021.108046
https://doi.org/10.1016/j.chaos.2022.112512
https://doi.org/10.48550/arXiv.2305.11229
https://doi.org/10.1145/3491101.3519700
https://doi.org/10.1109/ICSPC51351.2021.9451810
https://doi.org/10.1109/LSP.2017.2712646
https://doi.org/10.1016/j.procs.2020.03.178
https://doi.org/10.1016/j.imu.2022.101049
https://doi.org/10.1016/j.imu.2022.101049
https://doi.org/10.1155/2022/7785929
https://dorl.net/dor/20.1001.1.23221437.2021.9.35.3.2
https://doi.org/10.1109/ASRU.2013.6707742
https://doi.org/10.1109/ICCSP.2017.8286426
https://doi.org/10.1109/SPCOM50965.2020.9179606


 

 Hamed Alipour 
Hamed.Alipour@iaut.ac.ir 
 

Journal of Information Systems and Telecommunication 
Vol.12, No.2, April-June 2024, 162-169 

 
 

http://jist.acecr.org 
ISSN 2322-1437 / EISSN:2345-2773 

 

Ensemble learning of Ada-boosting Based on Deep Weighting for 
Classification of Hand-written Numbers in Persian (With the doctors' 
prescription approach) 

Amir Asil1, Hamed Alipour2*, Shahram Mojtahedzadeh1, Hasan Asil3 

 
1.Department of Electrical Engineering, Faculty of Electrical and Computer Engineering, Azarshahr Branch, Islamic Azad 
University, Iran 
2 .Department of Electrical Engineering, Faculty of Engineering, Tabriz Branch, Islamic Azad University, Iran 
3 .Department of Computer Engineering, Faculty of Electrical and Computer Engineering, Azarshahr Branch, Islamic Azad 
University, Iran 
 
Received: 03 Feb 2023/ Revised: 02 Feb 2024/ Accepted: 06 Jun 2024 
 
 

Abstract  
Converting handwritten data to electronic data is one of the challenges that have been raised over the past years. 

Considering that these data are used in various sciences, solving this challenge is of great importance. One of these sciences 
is medical science that doctors use in prescriptions. This project tries to classify handwritten numbers with the approach of 
solving the challenges of handwritten data. Over the past years, a variety of solutions have been developed to transform 
handwritten data based on machine learning. Each method categorizes or clusters the data based on the type of data and its 
use. In this paper, a new approach based on hybrid methods and deep learning is presented for the classification of Persian 
handwritten data. By combining Ada and convolution, a deeper examination of the data is performed in basic learning. The 
purpose of this research is to provide a new technique for classifying images of Persian handwritten numbers. The structure 
of this technique is based on Ada Boosting, which in turn is based on weak learning. This technique improves learning by 
repeating weak learning processes and updating weights. Meanwhile, the proposed method tried to employ stronger 
language learners and provide a stronger algorithm by combining these strong learners. This method was evaluated on the 
Hoda standard dataset containing 60,000 training data. The results show that the proposed method has more than 1% less 
error than the previous methods. In the future, as the base learner develops, new mechanisms can be introduced to improve 
results with new types of learning. 
 
 
 
Keywords: Deep Learning; Ada Boosting; Handwritten Data; Convolution; Classification. 
 

1- Introduction 

In the modern information age, the volume of electronic 
documents and files are is huge [1]. Processing of these 
files requires lot of time and cost. For example, there are 
great volumes of handwritten data that cannot be 
converted to electronic text manually [2]. In recent years, 
the importance of using high speed computer systems has 
been taken into account. Different approaches are used to 
infer knowledge from such documents. Classification is 
one of these methods. Classification and clustering are the 
most important tools in artificial intelligence [3]. 

In artificial intelligence, deep learning is a machine 
learning technique that teaches computers to learn what 
human beings do naturally. 
 In deep learning, a computer model learns how to classify 
images, text or sound directly. Deep learning models are 
highly accurate and sometimes their performance exceeds 
that of the human beings. Deep learning methods have 
become very popular in recent years and were used in 
various projects [4]. In deep learning, the nonlinear 
properties of several layers are extracted and transferred to 
a classifier and a combining layer to combine features and 
make predictions [5]. The deeper the hierarchy of the 
layers, the more nonlinear properties are obtained and the 
better the results. Convolution, DBNs, etc. are examples of 
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these networks that have many applications such as image 
processing [6]. 
In addition to various deep learning techniques, 
combinatorial approaches to machine learning have also 
been considered. Combined methods are general 
techniques of machine learning. By combining different 
predictions, these methods try to provide more accurate 
results in solving problems. These include boosting, 
bagging, and stacking [7]. 
The present aims at combining deep learning methods with 
combining methods. This method aims to reduce the error 
rate in the classification of Persian letters with by using the 
proposed technique. For this combination in this study, 
adaboosting is combined with convolution. 

2- Literature Review 

Only few studies have been performed on the 
classification of Persian handwritten letters based on 
machine learning. One of these studies has been on 
recognition of handwritten numbers based on pre-
classification [8]. In another study, Mahabadi et al. used a 
fuzzy method for the classification of images [9]. 
Soltanzadeh et al. used the gradient and support vector to 
classify Persian images [10]. In another study, an 
intelligent method was presented for feature selection 
based on binary gravitational search algorithm in Persian 
handwritten number recognition system. In this method, 
the fitness function associated with Persian handwritten 
recognition system error is minimized by using binary 
gravitational search algorithm and by selecting appropriate 
features. Implementation results show that the intelligent 
feature selection technique is able to select the most 
effective features for the recognition system [9]. In another 
study, rotation-invariant classification was introduced [10]. 
In another research, a new method called NeuroWrite has 
been presented. In this unique method, deep neural 
networks have been used to predict the classification of 
handwritten digits [11]. This model is extremely accurate 
in identifying and classifying handwritten figures using the 
power of Convolutional Neural Networks (CNN) and 
Recurrent Neural Networks (RNN). As you know, 
recognition of handwritten digits is a topic of interest for 
computer vision scientists [12,13]. In the research based 
on this method, a satisfactory and appropriate algorithm 
for this multi-class classification problem (0-9) has been 
presented. The purpose of this research is to compare 
seven machine learning algorithms in terms of their 
performance criteria in recognizing handwritten digits 
using two datasets [14,15]. In this research, models of 
nearest neighbors (kNN), support vector machine (SVM), 
logistic regression, neural network, random forest (RF), 
simple Bayes and decision tree based on this in relation to 
the area under the curve (AUC), accuracy (ACC)) are 

evaluated [16]. The National Institute of Standards and 
Database Technology (MNIST) modified common dataset 
and the Hand Digit Classification (HDC) dataset were the 
image providers on which this research was conducted 
[17]. The results confirm that the neural network model is 
an excellent classifier for this problem. However, it 
provides similar results to other machine learning 
classifiers in several cases. In another research, to capture 
segment-level sentiment fluctuations in an utterance, 
sentiment profiles (SPs) have been proposed to express 
segment-level soft labels [18].  
There are two main approaches to combinatorial 
approaches: including Bagging and Boosting. Extensive 
research has been done on these two techniques. G-
Boosting, AdaBoost, LogitBoost, and GentleBoost ... are 
some of the subset algorithms of boosting [19, 20]. 
AdaBoost is one of the first boosting algorithms 
introduced by Freund and Schapire [21]. The main idea of 
Boosting Algorithm is to give more weight to samples that 
have been incorrectly classified by current hypotheses [22, 
23]. Various solutions such as classifying into two other 
classes, etc., have been proposed for the multi-class 
classification [24, 25]. These methods have been 
increasingly developed. Another method for multi-class 
classification is the N-ary technique, which can solve 
multi-class classification problems by splitting them into 
binary sets [26]. There is another method based on 
annotation and tagging of untagged data [27]. Another 
study was performed on combining methods and deep 
learning in object recognition [28].  
In research conducted by Farkhi and etc, the recognition of 
Persian handwritten digits was used to read check amounts 
and postal code digits, etc. The purpose of presenting this 
research was to identify Persian handwritten digits that are 
written by different people's handwriting so that they can 
be used in automation software such as postal code 
reading in the post office department. To perform and test, 
a database of handwritten figures is needed, which is 
available in the mnist database for the English language 
and the Hoda database for the Farsi language, which had 
about two thousand samples for each digit. In this research, 
deep learning has been used to identify Persian 
handwritten digits, which is implemented in such a way 
that it is done with a deep Boltzmann machine and a two-
layer automatic encoder, in which 200 neurons are used in 
each layer. The method proposed by this team showed a 
number recognition percentage of up to ninety-two percent 
[29]. 
In machine learning, learning transfer and generalization 
are important and fundamental capabilities. In the research 
conducted by Nowrozi, self-supervised learning was used 
to classify images. In this research, as a monitoring 
method, by using jigsaw puzzle and guessing the angle of 
rotation, it has been tried to classify handwritten images by 
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generalizing the domain. This method has reduced errors 
and improved [30]. 
The goal of transfer learning (TL) with convolutional 
neural networks is to improve performance on a new task 
using knowledge of similar tasks previously learned. This 
has greatly helped image analysis as it overcomes the 
problem of data scarcity and also saves time and hardware 
resources. However, transfer learning is arbitrarily 
configured in most studies. In this research, an attempt has 
been made to provide a solution for choosing the model 
and TL approaches for image classification work [31]. 
Extracting information from text images identified from 
the Internet channel is one of the most important problems 
of information collection systems in the field of 
information technology. This problem becomes more 
acute when we know that among the multitude of text 
images, only a small percentage of identified text images 
have informational value. In another research, a 
classification method based on image zoning was used to 
analyze text images and access their content. In this 
algorithm, with the help of a two-step zoning method, the 
image areas are identified, then with the help of a 
hierarchical classification structure, the type of the area is 
determined in terms of text or photo (non-text). In the 
following, by defining the value of the text of a text image, 
we try to categorize the text image into one of two 
semantic groups, valuable and worthless. The proposed 
algorithm is evaluated on a database of textual and non-
textual images provided from images available on the 
Internet. The results of the tests show the effectiveness of 
the proposed method in the semantic classification of 
images based on the user's definition of valuable and 
worthless textual images. The presented algorithm has 
provided 98.8% classification accuracy for classifying 
valuable text images from worthless ones [32]. 
Local binary pattern is a widely used descriptor in feature 
extraction from texture images. Convolutional deep neural 
networks are also considered to be the best classification 
tools with very high accuracy. In another research, a 
structure for combining the features of local binary pattern 
and deep convolutional neural network for the 
classification of noisy texture images has been presented, 
which provides very high accuracy for the classification of 
noisy texture images. This method consists of two feature 
extraction tools. In one tool, local features of texture 
images are extracted in the form of a 3D histogram using 
the complete local binary pattern. In the second tool, 
texture features are reduced using DenseNet-121 deep 
convolutional neural network. This part, which is used in 
the feature combination process, significantly reduces the 
dimensions of the 3D histogram by using a shallow 
convolutional neural network to combine with deep 
features. The accuracy of the proposed model has been 
evaluated on Outex, CUReT and UIUC noise datasets with 
Gaussian noise, point noise and salt pepper noise with 

different intensities, and the classification accuracy of the 
proposed method for different amounts of noise is 
improved between 3 has had 15 percent [33]. 
In another research that has been done on the classification 
of images using deep neural networks, which has led to the 
emergence of attention-based classification systems. 
Unlike the methods that use only one classifier to 
categorize images, in this research, a method for 
simultaneously using attention-based classifiers with 
different attentions and calculating the result of their 
results has been presented. In this research, two general 
methods are proposed to calculate the result of the 
classification results: simple voting and calculation of the 
result based on Bayes logic. Examining the results of this 
method on the CIFAR10 data set shows the positive effect 
of the proposed methods on improving the classification 
accuracy [34]. 
Since the classification process is completely dependent 
on the extracted features, it is necessary to act very 
intelligently in the extraction and selection of images to 
achieve the ideal accuracy. In the research conducted by 
Babaian and etc, the evaluation of deep learning in image 
classification has been considered. In this research, the 
Python programming language was implemented using the 
pytorch library. In the classification of images, 38 
categories of objects in two groups of test and training and 
a total of 2,746 photos were examined. In order to evaluate 
two methods, deep neural network and support vector 
machine were compared [35]. 
Deep learning networks have been used to solve various 
problems such as image classification, object identification, 
image extraction, etc [36, 37]. These networks try to 
optimize these techniques by applying different methods. 
The deep models of image classification include two deep 
models of PixelRNN and DCGAN. A new combined 
model was also provided by Daniel Fritis based on the 
combination of PixelRNN and DCGAN to detect images 
[38]. The Gan is another project for image classification, 
which is related to K-class classification [39, 40]. 
By creating different layers, deep networks model data 
features in more details. They have a have great power [33, 
41]. One of these deep networks is the Eight Network, 
which is based on convolution and has eight layers. [42, 43] 
This model has been used in a variety of problems 
including video classification, face recognition and action 
recognition [44]. Other projects in this area have been the 
use of convolution as a weak learner in the combined 
Boosting algorithm [45]. The present study is to present a 
multi-class model based on the ada boosting and 
convolution combined method for the classification of 
Persian images (handwritten numbers). 
 
 



    
Journal of Information Systems and Telecommunication, Vol.12, No.2, April-June 2024 

  
  

 
 

165 

3- Proposed Algorithm 

The present study aims at providing a new technique for 
classification of the images of handwritten Persian 
numbers. The structure of this technique is founded on 
Ada Boosting, which in turn, is based on weak learning. 
This technique improves learning by iteration of the weak 
learning processes and updating weights. In the meantime, 

the proposed method tried to employ stronger learners and 
present a stronger algorithm by combining these strong 
learners. 
The proposed method is to improve image classification 
and to reduce errors by combining Ada Boosting and basic 
learning. Figure 1 shows the general structure of the Ada 
Boosting method. 

 

Fig. 1. The structure of the Ada Boosting method [13] 

Ada Boosting involves weak learning, and tried to enhance 
learning by weighting. Proper selection of basic algorithms 
can help improve learning. Different basic learning 
methods were used in different problems. This study is to 
use deep learning to improve this algorithm. 
Each hybrid method includes four components of the 
training set, basic learner, generator, and compiler. The 
components of the proposed method are: 
Training set: A training set includes labeled examples used 
for training. The training set of this project consists of 
handwritten data. Some of the data will be used for 
training and some for testing 
Basic Learner: A basic learner is a learning algorithm used 
to learn a training set. In this algorithm we will use deep 
learners for the classification. The learning algorithm used 
in research is convolution, which has two convolution 
functions for each class. This is in line with greater 
convergence. On the other hand, the strategy of 
convolution is reducing the error rate in learning. 

Generator: Generator is used to create different classifiers. 
Different classifiers are created at each step of the Ada 
boosting method. 
Compiler: the compiler is used to combine classification 
methods. Various methods have been proposed to combine 
the classifiers. Majority voting is one of the most widely 
used methods, which functions similar to the non-weighted 
averaging. 
However, rather than averaging out the output probability, 
the … (?) array counts the predicted labels of the basic 
learners and makes a final prediction using the highest-
rated label. The majority voting can take a non-weighted 
average using the basic learner label and choose the label 
with the most value. One of the disadvantages of majority 
voting is the loss of data because it only uses the predicted 
labels. Figure 2 shows the general structure of the 
proposed algorithm. 

  
Fig. 2. The structure of the deep Ada boosting method 
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Let the training sets of (x1, c1), (x2, c2), (x3, c3), and so 
on; where the input Xi ∈ Rp is the qualitative or 
quantitative output ci, but it is assumed to be in the set 
{1,2,3, … k}. K is the number of classification classes. 
Training datasets are independent from one another. 
The classification aims at finding C(x) based on the 
training data. With the new input x, we can obtain a class 
label of {1,. . . , K}. 
Ada Boost adopts an iterative procedure. This method 
predicts the classifier based on the combination of weak 
learners. At first there are equal weights among the sample. 
The weights are then updated with each iteration and 
change in the subsequent classes. The number of iterations 
in learning is usually between 500 and 1000. The score of 
each step is taken as a coefficient and multiplied by the 
classifier. Finally, these classifiers are combined linearly. 
ALG. 1 shows the Ada Boosting algorithm [26]: 
It should be noted that theoretically, the error rate err(m) is 
less than ½ in each weak classifier [8]. When the number 
of classes is k, the error probability is (K−1)/K. In Ada-
Boosting method, when the error rate is greater than ½, 
weak learners do not have a high efficiency [26]. 

Algorithm 1. AdaBoost 

 1. Initialize the observation weights wi = 1/n i = 1, 
2,…,n. 
 2. For m = 1 to M:  
(a) Fit a classifier T(m) (x) to the training data using 

weights wi.  
(b) Compute 

𝑒𝑒𝑒𝑒𝑒𝑒(𝑚𝑚) = �𝑤𝑤𝑖𝑖∏(𝑐𝑐𝑖𝑖 ≠ 𝑡𝑡(𝑚𝑚)(𝑥𝑥𝑖𝑖

𝑖𝑖=1

𝑛𝑛

))/�𝑤𝑤𝑖𝑖

1=1

𝑛𝑛

 

 (c) Compute 

𝛼𝛼(𝑚𝑚) = 𝑙𝑙𝑙𝑙𝑙𝑙
1 − 𝑒𝑒𝑒𝑒𝑒𝑒(𝑚𝑚)

𝑒𝑒𝑒𝑒𝑒𝑒(𝑚𝑚)  

(d) Set  

𝑤𝑤𝑖𝑖 ← 𝑤𝑤𝑖𝑖  . exp (𝛼𝛼𝑚𝑚 .  ∏�𝑐𝑐𝑖𝑖 ≠ 𝑡𝑡(𝑚𝑚)(𝑥𝑥𝑖𝑖)�) 

for i = 1, 2,…,n.  
(e) Re-normalize wi.  
3. Output C(x)  

𝐶𝐶(𝑥𝑥) = arg max
𝑘𝑘
� 𝛼𝛼(𝑚𝑚)
𝑀𝑀

𝑚𝑚=1 𝑖𝑖

∏�𝑇𝑇(𝑚𝑚)(𝑥𝑥) = 𝑘𝑘�) 

ALG2.  Ada boosting algorithm 

This study is to propose a new algorithm based on Ada 
Boosting to classify multi-classes. We use weak deep 
learning methods to solve this problem. As mentioned, the 

two classes of the convolution network are used in the 
weak learner for classification. Generally, a convolutional 
neural network is a hierarchical neural network with its 
convolutional layers adopted alternately with the pooling 
layers and thereafter, there are a number of interconnected 
layers. It has high capabilities in partial learning due to the 
deepness of these networks. This method is to increase the 
network’s capabilities to the optimized level for the Ada 
boosting. The Ada Boosting method based on weight 
updating tries to increase the weight of false guesses in 
successive iterations, so that a better training takes place in 
the subsequent learning. If we let the weight of weak 
learning (convolution) to be W′ I, Alg. 2 will be the 
proposed algorithm for this method: 

Algorithm 2. Deep AdaBoosting 

 1. Initialize the observation weights wi = 1/n       i = 1, 2,…, n. 
 2. For m = 1 to M:  
(a) Fit a classifier T(m) (x) to the training data using weights wi.  
(b) Compute 

𝑒𝑒𝑒𝑒𝑒𝑒(𝑚𝑚) = �𝑤𝑤𝑖𝑖∏(𝑐𝑐𝑖𝑖 ≠ 𝑡𝑡(𝑚𝑚)(𝑥𝑥𝑖𝑖

𝑖𝑖=1

𝑛𝑛

))/�𝑤𝑤𝑖𝑖

1=1

𝑛𝑛

 

 (c) Compute 

𝛼𝛼(𝑚𝑚) = 𝑙𝑙𝑙𝑙𝑙𝑙
1 − 𝑒𝑒𝑒𝑒𝑒𝑒(𝑚𝑚)

𝑒𝑒𝑒𝑒𝑒𝑒(𝑚𝑚)  

(d) Set  

𝑤𝑤𝑖𝑖 ← 𝑤𝑤𝑖𝑖 ′ +(𝑤𝑤𝑖𝑖  . exp �𝛼𝛼𝑚𝑚 .  ∏�𝑐𝑐𝑖𝑖 ≠ 𝑡𝑡(𝑚𝑚)(𝑥𝑥𝑖𝑖)��

+ log (𝑘𝑘
− 1))/2                   𝑤𝑤𝑖𝑖 

′  𝑖𝑖𝑖𝑖 𝑤𝑤𝑒𝑒𝑖𝑖𝑙𝑙ℎ𝑡𝑡 𝐶𝐶𝐶𝐶𝐶𝐶 𝑖𝑖𝑖𝑖 𝑤𝑤𝑒𝑒𝑒𝑒𝑘𝑘 𝑙𝑙𝑒𝑒𝑙𝑙𝑖𝑖𝑒𝑒𝑒𝑒. 
for i = 1, 2,…,n.  
(e) Re-normalize wi.  
3. Output C(x)  

𝐶𝐶(𝑥𝑥) = arg max
𝑘𝑘
� 𝛼𝛼(𝑚𝑚)
𝑀𝑀

𝑚𝑚=1 𝑖𝑖

∏�𝑇𝑇(𝑚𝑚)(𝑥𝑥) = 𝑘𝑘�) 

ALG. 2. Proposed algorithm based on combining weights 

4- Evaluation of the Proposed Algorithm 

In order to evaluate this method, the above algorithm was 
implemented in MATLAB and evaluated on the Hoda 
database. Hoda handwritten numbers set is the first large 
set of Persian handwritten numbers, consisting of 102353 
black-and-white handwritten samples. The set was 
developed in a master's project on handwritten form 
recognition. The data of this set were collected from about 
12000 completed forms.  
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Fig. 3. An example of handwritten data 

The number of training samples is 60000 and test samples 
20000. Figure 3 shows examples of these numbers. 

Previously proposed techniques [30, 31] are used to 
compare the results of this study. On the other hand, for a 
more accurately evaluation the results of each test were 
assessed with a number of iterations. The results of these 
evaluations are presented in the following section. 
Comparison of the results 
To evaluate the results of this study, as presented in 
Section 4, iterative training was performed and tests were 
made thereafter. Figure 4 shows the evaluation results with 
a number of iterations. 

  
50 iterations       200 iterations 

Fig. 4. Error rate with various numbers of iterations 

As shown in Figure 4, the error rate decreases with 
increasing number of iterations.  
error rate: This is a measure of how wrong the classifier 
would be if it predicted just the majority class. The 
formula is (Actual: No/Total Sample). 
The results are then compared with the literature [30]. 
Compared with other proposed methods, the error rate is 
reduced in this method. Table 1 shows the rate of correct 
classifications. 
 

Table 1: Comparison of error rates by types of algorithms 

different methods conscious methods Deep AdaBoost 
98.16 94.91 99.9 

 
Figure 5 shows the comparison diagram for the proposed 
algorithm and different methods. The aim of this project is 
to reduce the error rate in the classification of handwritten 
data. After the implementation and training and 
homogenization of the error rate in the number of 
repetitions, a comparison has been made. 

 

Fig. 5. Results of the correct classification of different algorithms 

According to the above, the error rate has reduced more 
than 1% in the proposed method. 

5- Conclusion 

Various methods have been proposed for handwritten 
number classification. But most of these methods were 
related to English datasets and little was done on Persian 
datasets. Deep learning methods, especially the 
convolution technique, have also been used extensively in 
solving complicated problem and in image processing. 
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Convolution is one of the learning methods offered for 
images classification. In fact, combinatorial classifications 
are presented to enhance the network capabilities. In this 
research, a combination of Ada Boosting and convolution 
methods was adopted to present a new model for the 
classification of Persian handwritten data. Due to the 
advantages of the convolution method and the Ada 
Boosting, the combinational updating of weights was 
performed in the proposed algorithm. The results show 
that the proposed method has a lower error rate than the 
previous methods by more than 1%. In the future, by 
developing basic learner, new mechanisms can be 
provided to improve the results by new types of learning. 
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