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Abstract 
Predicting the price of electricity is very important because electricity can not be stored. To this end, parallel methods 

and adaptive regression have been used in the past. But because dependence on the ambient temperature, there was no 

good result. In this study, linear prediction methods and neural networks and fuzzy logic have been studied and emulated. 

An optimized fuzzy-wavelet prediction method is proposed to predict the price of electricity. In this method, in order to 

have a better prediction, the membership functions of the fuzzy regression along with the type of the wavelet transform 

filter have been optimized using the E.Coli Bacterial Foraging Optimization Algorithm. Then, to better compare this 

optimal method with other prediction methods including conventional linear prediction and neural network methods, they 

were analyzed with the same electricity price data. In fact, our fuzzy-wavelet method has a more desirable solution than 

previous methods. More precisely by choosing a suitable filter and a multiresolution processing method, the maximum 

error has improved by 13.6%, and the mean squared error has improved about 17.9%. In comparison with the fuzzy 

prediction method, our proposed method has a higher computational volume due to the use of wavelet transform as well 

as double use of fuzzy prediction. Due to the large number of layers and neurons used in it, the neural network method has 

a much higher computational volume than our fuzzy-wavelet method. 

 

Keywords: Price Prediction; Wavelet Transform; Fuzzy Logic; Bacteria Foraging Algorithm; Electricity Market. 
 

 

1. Introduction 

In the last couple of decades, the electric power 

industry, in most countries of the world, has undergone 

radical and fundamental changes which are referred to by 

different names such as deregulation, restructuring, law 

revision, etc.. Also in Iran, changes in the electric power 

industry, began with the launch of Iran's electricity market 

in November 2003. With Iran Grid Management 

Company being established in 2004, Iran's electricity 

market took a more serious shape. Also, considering the 

approval of the implementing regulations related to 

paragraph (b) of Article 25 of the Third Development 

Plan law by the Council of Ministers, the approval of the 

law related to the independence of distribution companies 

by the Islamic Consultative Assembly, and the 

interpretation of Article 44 of the constitution by the 

supreme leader, Iran's electricity industry will undergo 

fundamental changes in the coming years [1]. 

 A lot of work has been done with respect to price 

prediction. In 2002, a paper was presented in which an 

autoregressive integrated moving average (ARIMA) model 

has been used to predict the prices in the electricity market. 

Since the price in the electricity market depends on various 

factors, by comparing the results of this study with future 

studies, it can be seen that this method has not had an 

appropriate solution. This method does not have a desirable 

solution especially where the price changes are big. 

In 2009, a paper was presented in which a hybrid 

model, which combined an autoregressive integrated 

moving average (ARIMA) model and generalized 

autoregressive conditional heteroskedasticity (GARCH) 

model, has been used to predict the average daily price in 

Iran's electricity market. This method had a medium 

computational volume, and according to the results 

obtained, it can be seen that this forecasting method has 

not had a desirable solution where the speed of price 

changes were high. [1] 

Since the time series models did not have a desirable 

solution in drastic changes in the desired signal, thus a 

paper was presented in 2008, in which the wavelet 

transform and a neural network have been used. One of 

the capabilities of the wavelet transform is that, where 

drastic changes occur, the length of the window, in which 

the signal is evaluated, becomes smaller and calculations 

will be done more carefully, and among the disadvantages 

of this method an increased computational volume can be 

mentioned. [5] 

Reference [7] has presented a method in which a 

parallel method has been used to reduce prediction errors, 
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which has been used to predict the next day price of the 

electricity market, and in which the data predicted in the 

previous period are used as data for the next period. 

In 2009, a method was presented based on adaptive 

regression. According to the article, other prediction 

methods can at most predict up to next 3 or 4 steps, but 

this method can predict up to next 10 steps. A 

disadvantage of this method is that it requires the ambient 

temperature data simultaneously with the electricity price 

data for prediction. [8]. 

In the next section we consider linear prediction. 

2. Linear Prediction 

In this section we will explain linear prediction 

method. A linear prediction model represents the time 

series of the signal samples during a given time period. Its 

usual linear model is as follows [8]: 

        TmtyaTtyatyaTty m .1... 21    (1) 

where a1, a2, ..., am are linear prediction coefficients, m 

is the model order, T is the sampling time, y(t+T) is the 

future sample, and y(t), y(t-T), ..., y(t-mT) are the present 

and past observations. In this relation, the function output 

is a linear combination of the present and past samples, 

thus this function is called a linear prediction. 

Two stages have to be done to achieve a linear 

prediction of prices in the electricity market using equation 

(1). According to this equation, first the model order has to 

be chosen carefully, and then the coefficients a1, a2, ..., am 

have to be calculated from the modeling window. And 

then the obtained model can be used to predict the price of 

electricity market in the time steps ahead. 

A least-squares error method can be used to estimate 

the coefficients a1, a2, ..., am in equation (1). This error is 

measured between the estimated value and actual value. 

In use of least-squares method, the energy in the error 

signal, falls to its minimum. A solution to this problem is 

vector B which estimates the unknown vector of 

parameter β. The least-squares solution is as follows: 

  yXXXb TT ...ˆ 1
   (2) 

In the next section prediction using the neural network 

method is studied. 

3. Prediction Using the Neural Network Method 

In this section we will explain prediction using the 

neural network method and the type of neural network 

that we use is considered throughly. 

Due to their remarkable abilities to infer results from 

complex and ambiguous data, neural networks can be 

used to extract patterns and identify various trends, which 

are very difficult to identify for humans and computers. In 

this study, a back-propagation neural network is used, 

with 5 layers and 5 inputs, all of which are the data of the 

price of market electricity from the previous time period. 

The figure below shows how to choose a neural network. 
 

 

Fig. 1. The structure of a BP neural network for price prediction in the 
electricity market 

4. Prediction Using the Fuzzy Regression Method 

In the next section we study the history of fuzzy logic 

and fuzzy regression. 

Dr. Lotfizadeh introduced the theory of fuzzy systems 

in 1965. In such an atmosphere where the scientists of 

engineering sciences were seeking for mathematical 

methods to defeat more difficult problems, the fuzzy 

theory took steps toward another kind of modeling. 

In conventional fuzzy systems, the number and type of 

membership functions are determined by trial and error. 

But what is obvious is that, a larger number of membership 

functions are needed for more complicated systems. On the 

other hand, as the number of membership functions 

increases, the number of fuzzy rules usually increases, 

which ultimately leads to the complexity of implementation. 

Membership functions can have different shapes, such as 

triangular, Gaussian, bell, trapezoidal, etc.. In the linear 

regression, the goal is to find the fuzzy coefficients of the 

polynomial below. In other words, the goal is to express the 

linear prediction using the fuzzy coefficients. 

Its usual linear model is as follows [8]: 

        1 2. . . 1 .my t T A y t A y t T A y t m T       
 (3) 

Where; (  ̅ )s are fuzzy coefficients which are 

expressed by fuzzy membership functions. Here the goal 

is to find (  ̅ )s in a way that the prediction error is 

minimized. 

5. Our Propsed Method: Fuzzy-Wavelet 

Prediction 

In this section the history of wavelet and our proposed 

method which is combination of fuzzy prediction method 

and wavelet is presented. 

The constant resolution problem in the short-time 

Fourier transform, has its roots in Heisenberg's 

uncertainty principle. According to this principle, a time-

frequency description of a signal cannot be achieved 

exactly; that is, it cannot be found out exactly that at a 

given signal, what frequency components are available at 

what time intervals, but we can only found out that what 
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frequency bands are available at what time intervals. This 

principle directly returns to the concept of resolution. 

Although the time and frequency resolution problems are 

results of a physical phenomenon (theHeisenberg 

uncertainty principle) and exist regardless of the 

transform used, it is possible to analyze anysignal by 

using an alternative approach called the multiresolution 

analysis (MRA) . 

The wavelet transform is a kind of windowing 

technique with variable- sized windows. The wavelet 

analysis gives us the possibility to achieve our goal both 

in a long duration where we require high accuracy at low 

frequency data, and in shorter durations where we need 

high-frequency data. The wavelet transform does not 

convert into a time-frequency region, but rather into a 

time-scale region. 

Using the wavelet transform, the price signal of 

electricity market can be divided into data with big 

changes (details) and data with little changes (generalities). 

Figure 2 shows an overview of this conversion. 
 

 

Fig. 2. The structure of the wavelet transform for price prediction in the 

electricity market. 

Since in order to increase the accuracy of predictors 

when many changes occur, it is necessary to increase the 

number and/or degrees of membership functions, which 

increases the volume of calculations, another solution is 

to use the multiresolution analysis, in this way that; high 

frequency data (details) are estimated by a predictor and 

low frequency data (generalities) by another predictor. By 

doing this, the desired accuracy and less computational 

volume can be achieved. 

This paper uses a combination of wavelet transform and 

fuzzy regression to predict the price of electricity market.  

 

 

Fig. 3. shows an overview of this system. 

Figure 3. The general structure of the proposed fuzzy-

wavelet transform, for price prediction in the electricity market. 

To compare the prediction methods presented in this 

paper, some indicators are defined as follows.  

The mean absolute percentage error (MAPE): This 

error is defined as follows: 





n

t

tPE
n

MAPE
1

1

 

(4) 

Where; n is the number of data, and PE represents a 

relative error and is defined as follows: 

100








 


t

tt
t

y

Fy
PE

 

(5) 

If yt is the actual observation for duration t, and Ft a 

forecast for the same duration, then the error will be 

defined as in equation (6): 

ttt Fye 
 

(6) 

The maximum forecast error: is the greatest value of 

error in the prediction for the test data set which is 

defined as in equation (4-1): 

max(Price Price )actual predictedME  
 

(7) 

The maximum forecast percentage error is defined as follows: 

Price Price
max( ) 100

Price

actual predicted

actual

MPE


 

 

(8) 

Also the mean squared error (MSE) is defined as follows: 

2

1,...,

1
Price Priceactual predicted

k N

MSE
N 

 
 

(8) 

In the next section the simulation results and 

comparisions are presented. 
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6. Simulation and Results 

In order to determine the best model in quantitative 

terms, the three measures of prediction errors: MSE, 

mean absolute error (MAE), and mean absolute 

percentage error (MAPE), were used to evaluate and 

compare the models. For a better evaluation, the results of 

these forecasting methods as well as their instantaneous 

errors are presented in Figures 4 to 11. 

By taking them into consideration, it can definitely be 

concluded that the values resulting from the wavelet-

fuzzy forecasting method has a better solution than the 

previous forecasting methods.  
 

 

Fig. 4. The results obtained from the linear prediction, for price 

prediction in the electricity market 

 

Fig. 5. The results obtained from the neural network prediction, for price 
prediction in the electricity market 

 

Fig. 6. The results obtained from fuzzy prediction, for price prediction in 

the electricity market 

 

Fig. 7. The results obtained from our fuzzy-wavelet prediction, for price 
prediction in the electricity market 

 

Fig. 8. The instantaneous error for price prediction in the electricity 
market, using the linear prediction method 

 

Fig. 9. The instantaneous error for price prediction in the electricity 
market, using the neural network predictio method 

 

Fig. 10. The instantaneous error for price prediction in the electricity 

market, using the fuzzy regression prediction method 

 

Fig. 11. The instantaneous error for price prediction in the electricity 
market, using our fuzzy-wavelet prediction method 

Table 1. Comparison of errors among the prediction methods presented [13] 

Method MAPE (%) 
Maximum 

(%) 
MSE 

Volume of 
calculations 

Linear prediction[13] 12.59% 16.7 1.5294 High 

Neural network 
prediction[13] 

6.2% 1.346 17.06 Medium 

Fuzzy prediction[13] 9.40% 1.2618 16.2 Medium 

Fuzzy-wavelet 

prediction[our method] 
8.11% 1.081 12.18 High 
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7. Conclusion 

By evaluating the results obtained for price prediction 

in Queensland electricity market, it can be seen that use of 

fuzzy logic-wavelet forecasting method resulted in an 

improved performance, compared with that of fuzzy logic 

forecasting method. Also choosing two different types of 

filters; low-pass and high-pass, in the wavelet transform, 

increased the efficiency of the predictor in the fuzzy 

prediction method. To further investigate the presented 

methods, the results of these methods have been collected 

in Table 1. As can be seen, the fuzzy-wavelet method has 

a more desirable solution than the other presented 

methods have, also by choosing a suitable filter and a 

multiresolution processing method, the maximum error 

has improved by 13.6%, and the mean squared error has 

improved about 17.9%. But in comparison with the fuzzy 

prediction method, the proposed method has a higher 

computational volume due to use of wavelet transform as 

well as double usage of fuzzy prediction. Due to the large 

number of layers and neurons used in it, the neural 

network method has a much higher computational volume 

than our fuzzy-wavelet method has, but this method, 

depending on the data used for training, has a greater 

maximum error than the proposed method has. 
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Abstract 
In this article the hybrid optimization algorithm of differential evolution and particle swarm is introduced for 

designing the fuzzy rule base of a fuzzy controller. For a specific number of rules, a hybrid algorithm for optimizing all 

open parameters was used to reach maximum accuracy in training. The considered hybrid computational approach 

includes: opposition-based differential evolution algorithm and particle swarm optimization algorithm. To train a fuzzy 

system hich is employed for identification of a nonlinear system, the results show that the proposed hybrid algorithm 

approach demonstrates a better identification accuracy compared to other educational approaches in identification of the 

nonlinear system model. The example used in this article is the Mackey-Glass Chaotic System on which the proposed 

method is finally applied. 

 

Keywords: System Identification; Combined Training; Fuzzy Rules; Database Design. 
 

 

1. Introduction 

System identification is extensively used in a number 

of programs including control systems [1], 

communications [2], signal processing [3], controlling 

chemical processes [4], biological processes [5] and etc. 

to be exact all problems of the real world are nonlinear 

per se. Anyhow, we face less computational problems in 

identifying a linear system and normally we are not faced 

with simple problems in identifying nonlinear systems. In 

[6] particle swarm optimization with different particle 

length is proposed for production of structure and 

parameters of fuzzy rule database. In [7], the continuous 

version of ant colony optimization is used for designing 

of fuzzy rules database. In this work the online method is 

used for determining the number of fuzzy rules and all 

open parameters in each fuzzy rule in the continuous 

space was continually optimized by ant colony 

optimization algorithm. In [8], system training is 

presented using two-step swarm intelligence algorithm. 

This algorithm includes two steps. In the first part 

structure and initial parameter identification is carried out 

using online clustering of ant colony optimization 

algorithm in disrupted space. In the second part particle 

swarm optimization is used for greater optimization of all 

open parameters in the continuous space. 

Fuzzy systems are suitable for complex systems’ 

modeling, due to the good feature of general 

approximation especially for systems in which 

mathematical description is difficult. It is proven that any 

continuous function can approximate a logical degree of 

accuracy using a fuzzy system which is trained by meta-

heuristic algorithms. This approximation function can act 

as a model for a number of functional complex systems. 

Juang et al, 2014, have shown that fuzzy systems that are 

trained by algorithm can be effectively used in 

identification of nonlinear models. 

Recently, the differential evolution algorithm (DE) is 

considered as a modern technique of evolution calculations 

[9,10] that are used for optimization issues. DE is preferred 

over other evolution methods like genetic algorithm (GA) 

[11,12] and particle swarm optimization (PSO) and this is 

due to its notable characteristics like simple concept, easy 

execution and rapid convergence [13,14]. Generally all 

population-based optimization algorithms which also 

include DE suffer the long calculation period due to their 

evolutionary-accidental nature. 

The concept of opposition-based learning (OBL) is 

introduced by Tizhoosh [15]. In this article, this concept 

is used for acceleration of learning in fuzzy systems.  The 

main idea in OBL concept is simultaneous consideration 

of an estimate and its corresponding opposing estimate. 

OBL leads to achievement of a better estimation and 

acceleration the rate of DE convergences. PSO is an 

algorithm with local search pattern and can be used to 

fine-tune the present results and faster access to global 

minimum. Therefore the proposed method in this article is 

called hybrid opposition-based differential evolution with 

particle swarm optimization (HODEPSO). ODE utilizes 

opposing numbers during the start of population and also 

for production of new population during the evolution 

process. Here, opposing numbers are used to accelerate 

the rate of convergences of DE optimizing algorithm. 

Pure random sampling or selection of solutions from data 
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population provides for a chance to visit or even 

inspection of undiscovered regions of the search space. It 

has been proven that the probability of this incident is less 

for opposing numbers than purely random numbers. In 

fact mathematical proof has been used to show that the 

probability of opposing numbers being closer to desired 

solutions is higher than completely pure numbers [16-19]. 

In [17], the benefit of opposing numbers is investigated 

by replacing them with random numbers and this method 

has been utilized for initializing the population and 

generation skipping for different DE versions. 

This article presents a new educational sample of 

fuzzy systems which are combined with meta-heuristic 

evolutionary algorithm, meaning: 

 Use of Opposition-Based Learning concept as 

simultaneous considering of an estimate and its 

opposing corresponding estimate which would 

lead to better estimation and acceleration of the 

rate of convergence of differential evolution 

algorithm (DE). 

 Combination of ODE and PSO to prevent the 

probability of getting caught up in local optimum 

and quicker and more accurate achievement of 

general optimum. 

 Performance of the trained fuzzy system using 

HODEPSO is shown by comparing the results of 

some of the present methods in the un-linear system 

identification. Results of stimulation, shows the 

suitable performance of the proposed method 

compared to other methods of identification. 

2. Meta- Heuristic Optimization (MHO) Algorithms 

Optimization methods are search methods that aim at 

finding answers to the optimization problem so that the 

evaluated quantity is optimized. According to evidence 

and records of results, the best quality and time 

opposition for fuzzy system optimization is provided 

using meta-heuristic algorithms. 

2.1 Differential Evolution (DE) Algorithm 

Differential evolution algorithm (DE) is one of the 

effective search-based methods [20-33]. Like other 

evolution algorithms, this one also starts by initializing a 

population. Then through implementation of agents like 

combination, mutation and generation convergence, the 

new-born is formed and in the next step which is called 

selection, new born generation is compared to parent 

generation to determine the rate of aptitude which is 

evaluated by the goal function. Then the best members 

enter the next round as the next generation. This trend 

continues until desired results are reached. Different 

levels of this algorithm are stated here in sequence. 

Population Initialization: The number of variables in 

this algorithm are shown with D. each of these variables 

hold a high and low limit. Initial population with the size 

of    in D is randomly formed according to equation (1). 
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Where    is a random number in the (0,1] domain, 

  max and   min are the high and low limits of the 

variables and    is the number of members. 

Mutation and Intersection: in this algorithm five 

strategies can be utilized for combination and production 

of new-borns [18]. In this article best person-random 

person- random person is used for mutation as follows: 
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Where F is called standard factor, X2s are randomly 

selected members and Xbest is the best member of the 

present population. 

For every variable of each member of the population a 

random number, K, in the [1, D] domain and a random 

number, u, in the [0, 1] domain is selected. Intersection is 

carried out according to the equation below: 
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Where j is the number of any variable from i
th

 member 

of the population and CR is the intersection constant and 

is chosen as a number between 0 and 1. 

Estimation and selection: at this stage the new-borns 

and parents are valuated according to the goal function 

and if the newborn has a higher value than the parent, it 

replaces the parent. Otherwise the parent moves on to the 

next level with the next generation. 
 

)1),(max(arg ,,1,  gzgzfZ iigi
   (4)  

 

In this equation g stands for generation,        is the 

new generation population (new-borns) and       is the 

previous generation population (parents). F is the goal 

function of the problem. 

Repetition: repeating steps 2 and 3 until maximum 

repetition or the whole population convergence is reached. 

2.2 Opposition-Based Differentiation Evolution 

(ODE) Algorithm 

In optimization approaches of evolution algorithm, a 

unified random guess for the initial population is 

considered. In each generation the goal includes 

movement towards the desired solution and the research 

trend ends when some of the pre-determined criterion are 

satisfactory. Calculation time usually depends on initial 

guess, meaning that the greater the distance between 

initial guess and desired solution, the more time it takes to 

reach the end and vice versa. Opposition-based learning 

increases the chance to start with a better initial 

population through revision of opposing solutions. 
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Similar approaches to this can be used not only in initial 

solutions but also utilized continually in the present 

population for any solution [19]. 

2.2.1 Definition of Opposing Number 

Suppose         is a real number. The opposing 

number is  ̃ which is defined by  ̃       . 

Definition of opposing point: suppose 

               is a point in a D-dimensional space in 

which              and           . Opposing point is: 
 

iiiid xbaxwherexxxp  ~)~,...,~,~(~
21

 

2.2.2 Opposition-Based Optimization (OBO) 

Suppose                is a point in a d-

dimensional space, meaning suppose an elective solution. 

F(0) is a proportion function which is used to measure the 

proportion of selections. According to definition of opposing 

points,  ̃    ̃   ̃     ̃   opposes               . 

Now, if   ̃      , then p can be replaced by  ̃  

otherwise we continue with p. therefore the point is 

evaluated simultaneously with its opposing point so that 

we continue the algorithm with the more suitable ones. 

2.3 Particle Swarm Optimization (PSO) Algorithm 

Particle Swarm Optimization Algorithm (PSO) works 

according to the social behaviour of birds [20]. For better 

understanding of this technique, consider the below 

scenario: “a flock of birds are randomly looking for food 

in a specific region. There is only one piece of food in this 

region which the birds are not aware of but are aware of 

their distance with the food all the time.” At this state, a 

suitable strategy for fining the exact location of food is 

following the bird that is closer to the food. Actually PSO 

has been inspired by such a scenario too and presents a 

solution for optimization problems in PSO each bird is a 

solution to the problem. All the present responses have a 

fitness value which is calculated by the defined fitness 

function for the problem. The aim of this technique is 

finding a location with the best fitness value in the 

problem setting. This fitness value has a direct effect on 

the direction and speed of these birds’ movement 

(solutions to the problem) towards the location of the food 

(optimal response). 

PSO starts with a number of initial response (particles) 

and looks for optimal response by moving these responses 

in continuous repetitions. In every repetition two values 

are determined: PBest and GBest. 

PBest: Location of the best PBest fitness value where 

each [article has reached in its movement, 

GBest: Location of the best particle fitness in the 

present population. 

After the above values are calculated, the particles’ 

speed of movement is calculated by equation (4) and each 

particle’s next location is calculated by equation (5). 
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In these equations r1 and r2 values are random 

numbers between zero and one and c1 and c2 coefficients 

which are called learning coefficients are usually equalled 

to two initializations. 

In every repetition of algorithm, the speed of particle 

movement (rate of change for each particle) in every 

dimension can be limited with a pre-determined Vmax 

value. At this state if the speed of each particle in each 

dimension exceeds this limit, we replace it by Vmax. 

3. Hybrid Opposition-Based Differential 

Evolution and Particle Swarm Optimization 

Algorithms 

In this article, the hybrid algorithm of opposition-

based differential evolution and particle swarm 

optimization (HODEPSO) is effectively developed. The 

exact details of steps in hybrid algorithm of opposition-

based differential evolution and particle swarm 

optimization is explained below: 

Step 1: Random population initialization and by 

considering simultaneous Gaussian of opposing initial values. 

Step 2: enforcement of opposition-based differential 

evolution algorithm agents on the initial population. 

Step 3: Evaluation of the cost function (which is as 

RMSE in the solved example in this article) for each 

particle and updating PBest and GBest. 

Step 4: Selection of parents’ and Gaussian their 

opposition and enforcement of opposition-based 

differential evolution algorithm agents on them. 

Step 5: Evaluation of cost function for the new-borns 

and updating PBest and GBest particle speed. 

Step 6: After selection of new-borns from the elected 

parents, the survivor selection mechanism is performed. 

Step 7: updating particle speed and status using 

equations (5) and (6). 

Step 8: Evaluation of cost function for each particle 

and updating PBest and GBest. 

Step 9: If the conditions for ending is established, 

hybrid algorithm can end otherwise go to step 4. 

4. Fuzzy System 

In this section, the design of the hybrid algorithm-

based fuzzy system is described. The fuzzy system used if 

of TSK, zero-degree kind in which the i
th

 fuzzy rule is 

specified with Ri and described as follows: 
 

21 1 1 22  ( ):     ( )        i i i

iR If x is A x x is A x then y isnd Ba
 (7) 

Where Ri is the i
th

 fuzzy rule, xj is the input variable, y 

the output variable,         is the fuzzy set and B is a 
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certain value. The fuzzy set         is a Gaussian 

membership function described by the equation below: 
 

   (  )     { (
      

   
)

 

}   (8) 

 

Where m is the center and is the width of the Gaussian 

membership function. For x1 and x2 inputs, the meridian 

or effective weight wi is calculated as follows: 
 

     
         

          (9) 
 

If the fuzzy system has r rules, the fizzy system output 

is calculated with the defuzzication weighted average as 

follows: 
 

   
∑   

 
      

∑   
 
   

     (10) 

 

The status of each particle is stated with the vector 

below in the search space: 
 

11 11 12 12 1 21 21 22 22 2[ , , , , , , , ,  , ]P m m a m m a   
 (11) 

 

Where a is the tally value in each fuzzy law. For 

example if the fuzzy system has n input variables and r is 

the rule, the number of vector member, p (number of 

optimizing variables) would equal         . 

5. Results of Simulation 

In this example the designed fuzzy system is used to 

predict future values of Mackey-Glass chaotic time series. 

This time series is produced using the Mackey-Glass 

delay differential equation as below: 
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The issue of predicting time series based on Mackey-

Glass differential equation is a famous criterion for 

comparison of capacities of different fuzzy models. 1000 

pairs of input-output data were extracted from Mackey-

Glass chaotic time series. The first 500 pairs were used 

for traininging of the fuzzy system while the remaining 

500 were used as test data to evaluate the performance of 

the fuzzy model in prediction. 
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To evaluate the performance of the designed fuzzy 

model RMSE was used which is defined as follows: 
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Where n is the number of data, yk is the real output 

and  ̃  is the fuzzy model output. 

To show the efficiency of hybrid algorithm compared 

to algorithms of opposition-based differential evolution 

and particle swarm optimization, each algorithm was used 

individually. The results of the use of these algorithms are 

shown in table (1) with an average of 50 times use. 

According to the results, the designed fuzzy system with 

the proposed method, in addition to simplicity (reduction in 

the number of fuzzy rules) shows a better performance 

compared to fuzzy models presented in [21] and [22] and 

has achieved a lower RMSE compared to those. 
 

 

Fig. 1. RMSE values achieved in every repetition by PSO, ODE and 
HODEPSO. 

According to Fig.1 it is observed that the hybrid 

algorithm converges more quickly to the optimal solution 

and has better performance compared to individual ODE 

and PSO algorithms. 

The same example is studied in references [21] and 

[22]. Comparison of the results of these methods and the 

proposed method are shown in table (1).  
 

 

Fig. 2. Comparison of real output and fuzzy model output for train data 
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Fig. 3. comparison of real output and fuzzy model output for test data 

Table 1: Comparison of results of different methods 

Method No. of rules RMSE trainig RMSE Test 

PSO 10 1.100E-3 2.300E-3 

ODE 10 7.580E-5 9.340E-5 

HODEPO 10 4.140E-6 8.360E-6 

[21] 4 0.0094 0.0061 

[21] 10 - 0.0039 

[22] 3 0.00588 0.00587 

6. Conclusion 

In this article the hybrid optimization algorithm of 

differential evolution and particle swarm is introduced for 

designing the fuzzy rule base of a fuzzy controller. For a 

specific number of rules, a hybrid algorithm for optimizing 

all open parameters was used to reach maximum accuracy 

in training. The aim of using this algorithm was to set the 

parameters of the rule base in the zero-degree fuzzy 

system (TSK) in order to minimize the performance index 

(Root Mean Square Error (RMSE)).using the mentioned 

algorithm, the time-consuming process of parameter 

adjustment became a simple and quick task. The results 

show the suitable performance of the proposed model 

compared to other methods. 
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Abstract 
Emotion is expressed via facial muscle movements, speech, body and hand gestures, and various biological signals 

like heart beating. However, the most natural way that humans display emotion is facial expression. Facial expression 

recognition is a great challenge in the area of computer vision for the last two decades. This paper focuses on facial 

expression to identify seven universal human emotions i.e. anger, disgust, fear, happiness, sadness, surprise, and neu7tral.   

Unlike the majority of other approaches which use the whole face or interested regions of face, we restrict our facial 

emotion recognition (FER) method to analyze human emotional states based on eye region changes. The reason of using 

this region is that eye region is one of the most informative regions to represent facial expression. Furthermore, it leads to 

lower feature dimension as well as lower computational complexity. The facial expressions are described by appearance 

features obtained from texture encoded with Gabor filter and geometric features. The Support Vector Machine with RBF 

and poly-kernel functions is used for proper classification of different types of emotions.   The Facial Expressions and 

Emotion Database (FG-Net), which contains spontaneous emotions and Cohn-Kanade(CK) Database with posed emotions 

have been used in experiments. The proposed method was trained on two databases separately and achieved the accuracy 

rate of 96.63% for spontaneous emotions recognition and 96.6% for posed expression recognition, respectively.  

 

Keywords: Facial Emotion Recognition; Gabor Filter; Support Vector Machine (SVM); Eye Region. 
 

 

1. Introduction 

Emotion recognition methods can be classified into 

different categories along a number of dimensions: speech 

emotion recognition vs. facial emotion recognition; 

machine learning methods vs. statistic methods. 

Furthermore, facial expression method can also be 

classified based on input data to a dynamic image 

sequences or static image.  

Scientists and psychologists classify the emotions of 

people in seven different expressions: Anger, Disgust, 

Fear, Happiness, Neutral, Sadness, and Surprise. 

According to their studies, human emotions could be 

recognized via different ways like human expression, 

appearance, biological signals etc. Among them, 

analyzing speech and facial expressions to recognize 

human emotion are most popular approaches. Speech 

analysis is based on the vocal information whereas facial 

expression analysis deals with the changes and movement 

of the facial muscles.  

According to [4], speech contributes to the emotions 

of the speaker by 50% for the spoken word and by 38% 

for the voice; whereas, the facial expression is affected by 

55%. There are some interesting algorithms which have 

been introduced to analyze speech or facial expressions in 

order to recognize human emotion. According to the 

previous studies, both the aforementioned approaches 

succeed in classifying the emotions. However, the facial 

expression approaches have revealed more precise results 

than the speech ones.  Furthermore, some studies used 

hybrid methods (i.e. speech and facial expressions) which 

yield more accurate results [5]. Other type of hybrid 

methods for emotion recognition used two different 

models for facial and hand gesture recognition by 

separate classifier in advance. Then, the results of both 

classifiers are combined using a third classifier to 

recognize the emotion [51].   

In general, emotion recognition is not a difficult task 

for the majority of human beings. However, it is a very 

challenging issue for computer based methods. The 

method that is designed for automatic analysis of facial 

expression is usually called Facial Expression 

Recognition method (FER). Some studies made their 

effort to detect facial expression based on action units 

(AUs) activation according to Facial Action Coding 

System (FACS) [24, 42, and 44]. 

Building a standardized database for FER method is 

very crucial since expressions can be posed (on purpose 
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as a voluntary action) or spontaneous (unconsciously). 

Experimental results show that posed and spontaneous 

expressions vary widely in terms of configuration, their 

characteristics, temporal dynamics and timings [26].  

Volitional facial movements originate in the motor 

cortex, whereas the involuntary facial actions, originate in 

the sub-cortical areas of the brain [27]. Therefore, while 

some facial movements might be easier to make 

voluntarily, many actions are done spontaneously. This 

may make it difficult to collect posed expression data of 

all possible facial movement. In this regard, many of the 

posed expressions that researchers have used in 

evaluation of their FER methods are highly overstated in 

compare with spontaneous expressions datasets.  

Fig. 1. Show exaggeration in expressing fear 

expression in posed Cohn-Kanade dataset and its 

comparison with fear expression in spontaneous FG-Net 

dataset. The research community shifts their focus from 

posed to spontaneous expression recognition. 

The main characteristic of FER method is that it 

should be effortless and efficient. It is also preferred to 

FER methods to be real-time which is especially 

important in both: human-computer interaction (HCI) and 

human-robot interaction applications. Other 

characteristics of an efficient FER methods are, the 

capability to work with video as well as images, the 

ability to simultaneously recognize spontaneous 

expressions and posed expression, robustness against the 

changes of lighting conditions and view angles,  properly 

working in the presence of occlusions, invariant to facial 

hair, glasses, makeup etc.  

More importantly, good FER methods are person 

independent and work on people from different cultures, 

different skin colors, and different ages (in particular, 

recognize expressions of both infants, adults and the 

elderly). Finally, they must be able to work with videos 

and images of different resolution. 
 

 

Fig. 1. Differences between the posed and spontaneous video frames in 

facial emotion recognition. First row: fear exaggeration in posed Cohn-

Kanade dataset [55], Second row: fear expression in spontaneous FG-

Net dataaset[56]. 

Feature extraction is a crucial step in facial expression 

recognition and largely defines the effectiveness of the 

performance. Therefore, selecting a suitable type of 

features for facial expression representation plays an 

essential role in modeling FER methods. Features can be 

classified into geometric and appearance (or texture) 

where each category has its own strength and weakness. 

The final stage of any facial expression recognition 

method is the classification module based on the extracted 

features. Some works have been focused their works on 

proper classification by different classifiers. [15,16] 

studied static classifiers like the Naïve Bayes (NB), Tree 

Augmented Naïve Bayes (TAN), Stochastic Structure 

Search (SSS), and dynamic classifiers like Single Hidden 

Markov Models (HMM) and Multi-Level Hidden Markov 

Models (ML-HMM). 

1.1 Motivation 

According to the literature studies, the majority of 

facial expression recognition methods use Facial Action 

Coding System and action units (AUs) detection [52]. 

However, these methods generally suffer from time-

intensive processes which result in high time complexity 

on video data. On the other hand, the importance of 

developing an approach to automatically differentiate 

between posed and spontaneous facial expression has 

been considered as one of the interesting issues within the 

last decade. In this regard, the main contributions of this 

work are summarized as follow; 

It has been found that both eyes and mouth regions are 

parts of the face with the maximum amount of information 

in every facial expression [49]. So, we restrict the proposed 

method on extracting features from eye regions in facial 

expression recognition. This leads to a lower time 

complexity of each video frame with high accuracy rate. 

These regions are of great importance in differentiating 

between different facial expressions since the majority of 

facial activities particularly occur in upper face region. 

The method is able to efficiently work on video and has 

the ability to recognize spontaneous and posed expression in 

low time complexity. To evaluate the method two different 

datasets (posed and spontaneous) have been employed in 

this paper. The Proposed FER method has been developed 

to process the video of facial emotion as well as to 

recognize the displayed actions in terms of seven basic 

emotions. In this regard, we have used both type of features 

(i.e. geometric and texture). We have employed spatial 

information of eyes for extracting geometric features 

whereas textural features are found by applying Gabor filter 

to eyes regions. Since features of eye region are extracted, 

feature space dimension will reduce dramatically. 

Furthermore, expression classifiers can be trained in much 

less time. Consequently, this leads to lower computational 

complexity where the emotional recognition rate is kept 

high in value. Finally, among different classification 

methods, we chose SVM because of its simplicity, 

flexibility and resistance to noise and outliers [42]. 

The rest of the paper is organized as follows: Section 

II reviews some related work. Our approach for FER 

method is presented in Section III and experimental 

results are reported in Section IV. Finally, Section V 

draws some conclusions. 
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2. Related Work 

Numerous approaches have been presented to 

automatically analysis facial expressions from static 

image to dynamic image sequences. The early works have 

been summarized by [7, 8, 9, and 10]. Recent advances on 

automatic facial emotion recognition have been studied in 

[6]. Most of the existing FER methods employ various 

pattern recognition methods and emotions classification 

are based on 2D geometric and appearance facial features. 

The typical procedure for almost all the emotion 

recognition method is depicted in Fig. 2. The first stage is 

face detection and tracking. It involves the process of 

locating face regions from the input data; align the face to 

a common coordinate method, and tracking the face 

region in every frames of video. The second stage is facial 

feature extraction and representation which is responsible 

for extracting and representing the facial variations 

caused by facial expressions. Finally, the last component 

is facial expression classification.  
 

 

Fig. 2. Three main components of a typical facial expression recognition 

method [1]. 

2.1 Face Detection 

Identifying the presence of faces on an image or 

frames of video and determining the locations and scales 

of them are the first step in facial emotion recognition. 

The accuracy of this stage is particularly significant in 

realistic condition. 

A typical face detection algorithm performed the 

detection processes in the following steps. Given a set of 

training images acquired in a fixed pose (e.g. frontal, 

near-frontal, or profile view), histogram equalization or 

standardization is performed to dominate the effects of 

illumination. After this step, some face samples are 

extracted with knowledge based [28] or learning based 

methods [29, 30, and 31]. Here, the knowledge based 

methods model the face patterns by some definitive rules, 

such as facial components, face textures or skin color; the 

learning based methods model the face patterns by 

learning from a set of features with some discriminate 

functions [1]. With the extracted face patterns, the face 

detector method scans through the entire image to locate 

and detect the faces. 

 We have concentrated on the cascade based face 

detectors for its good performance. The AdaBoost based 

face detector by Viola and Jones is the most commonly 

used face detector in automatic face recognition and 

expression analysis [1].  

The main distinctive idea of the Viola and Jones 

detector is to train a cascade classifier for haar-like 

rectangular features. The haar-like rectangular features 

can be efficiently computed with integral images [2], 

which facilitate the approach to gain real time detection 

approach. To further increase the detection speed while 

retaining the accuracy, AdaBoost was used to select the 

representative haar-like features [32]. In cascade based 

face detector, instead of training a single strong classifier, 

a number of weak classifiers are constructed and then 

combined into a cascade. The classifiers at the beginning 

of the cascade can efficiently reject the non-face regions, 

while the stronger classifiers later in the cascade simply 

need to classify the more face-like regions [1]. 

Several extensions have been made to Viola and Jones 

detector for detecting faces from different views [17, 18, 

and 32]. 

There are a few other face detection approaches in the 

recent literature, including the energy-based method that 

detects faces region and estimates the poses 

simultaneously [45], the face detectors using support 

vector machines (SVM) [46], the face detectors trained 

with only positive images [47], and the component-based 

face detector using Naive Bayes classifiers [48]. 

2.2 Feature Extraction 

After face detection and tracking, the next step is to 

extract the representative and distinctive features of facial 

expression. Extracting effective features from the detected 

face image is crucial for successful facial expression 

recognition. Optimal feature extraction should be done in 

a way that minimizes within-class variations of 

expression while maximizing across-class variations. 

Features are generally divided into four groups:  

Geometric features: Represent the shape and location 

of facial components or predefined facial feature points, 

which are extracted to form a feature vector to represent 

the face geometry [19, 20, 33, 34, 35]. Deformations 

between neutral state and current frame are parameters of 

facial expression [25]. 

The automatic and efficient detection and tracking of facial 

features point is still an open problem in many computer 

vision applications. This motivates the use of appearance 

(texture) based features for facial expression analysis. 

Appearance features: Appearance based features 

measure the appearance changes which are mainly based 

on texture analysis. Typical appearance-based approaches 

use different image filters such as Gabor or linear filters, 

to extract feature vectors such as texture, correlation and 

gradient from whole face, specific regions, or regions of 

interest (ROI).  

Gabor filters [50] have been found to be powerful in 

face expression analysis and widely used to extract the 

facial appearance changes as a set of multi scales and 

multi orientation coefficients for analyzing the texture. In 

problems with time and memory limitation another 

method called Local Binary Patterns (LBP) gains more 

popularity in facial texture analysis [38, 39, 40, and 41]. 
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Fusion the features: Geometric feature capture 

macro-variation of facial structure while appearance-

based approaches are capable of identifying local subtle 

changes [3]. By combining these two kinds of features 

the performance of facial emotion recognition method 

would be improved. Active Appearance Model (AAM) 

is a combination of appearance and texture information 

to construct a parameterized model of facial features. 

Relationships between AAM displacement and the 

image difference would be analyzed for facial 

expression detection. AAM has been widely used for 

facial feature extraction. 

Temporal features: The main idea of extracting this 

kind of features is achieving the temporal information 

about the movements of facial components in video 

frames for facial expression [22]. 

2.3 Classification 

The final stage of the FER method is based on 

machine learning theory; precisely it is the classification 

module. The input to the classifier is a set of features 

which has been retrieved from face region in feature 

extraction stage. The feature vector is formed to describe 

the facial expression. The first part of Classification 

module is training. The training set of classifier consists 

of labeled data. Once the classifier is trained, it can 

recognize input images by assigning them a particular 

expression class label. 

All approaches for classification of facial expression 

can be divided into two groups: frame based recognition 

which only relies on a single frame; image sequence 

based approaches exploited the temporal behaviors of 

facial expressions. 

In different researches, various classifiers have been 

applied  such as , Neural Network, Bayesian Network 

(BN), Support Vector Machine (SVM), rule-based 

classifiers, and Hidden Markov Models (HMM) [21].  

Some studies like [24, 42, and 44] in facial expression 

analysis, made their effort to classify action units (AU). 

Bartlett. et al. [42, 44] studied AU activations based on 

Gabor filter responses on whole face region. Other studies 

like [14, 23, 26, and 43] classified each emotional state 

based on the extracted features. 

In [43] Gabor filters with different frequencies and 

orientations were applied on face region, and SVM 

classification method used for recognizing four basic 

emotion. Zhan. et al. [26] proposed a method to recognize 

seven basic spontaneous expressions using FG-Net 

dataset. For feature selection, Gabor filters with different 

frequencies and orientations were applied only to a set of 

facial landmark positions. [23] Used Adaboost to choose 

a subset of feature extracted from Gabor filters. The 

SVMs are then used for classification. Developed from 

statistical learning theory, is a widely used classifier for 

facial expression classification. 

 

 

3. Proposed Method 

In this section, we describe the details of our facial 

expression recognition method. The section is divided into 

three subsections. In Section A, we describe how face image 

are automatically processed for feature extraction. In section 

B, those features which have efficiently been employed to 

extract human emotions will be discussed. Finally, in 

section C, we adopt SVM for classifying anger, disgust, fear, 

happy sad, and surprise expressions. The main components 

of the proposed FER method are shown in Fig. 3.  

3.1 Face Detection 

In the first stage of FER method, after converting 

video to image sequences, facial regions are detected and 

tracked. For each frame of the video, an approximate 

region of a face is found by the Viola–Jones face detector.  

In order to perform facial emotion recognition, some 

processes are done in preprocessing step. Firstly, face 

region on each frame is extracted by means of Viola–

Jones algorithm from the background and resized to 

860*860 pixel. Second, key frame detector is performed 

to extract some video frames. Third, tracking process is 

conducted. Forth, Viola–Jones algorithm is employed for 

detecting the eyes region on key frames. Fig. 4. Show the 

extracted face and the detected eye regions, respectively. 
 

 

Fig. 3. overview of the proposed FER method 

 

Fig. 4. output of Viola–Jones detector for detecting face and eyes 
regions in our work.  
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3.2 Feature Vector 

The detected regions are used to extract two types of 

features: geometric and texture. Previous facial 

expression recognition methods typically used either 

geometric or appearance (texture) features [10]. We have 

employed both features since they provide 

complementary information. Two features are extracted 

separately and combined in the classification stage.   

To define geometric features, after detecting eyes 

regions, their sizes are found. The changes in size of eyes 

regions form geometric feature and can be coped well 

with the variations in skin patterns or dermatoglyphics. 

One example of size changes in eye region during disgust 

expression in our work is shown in TABLE I. 

Table 1. one example of size changes in eye region during disgust 

expression from Cohn dataset in our work. 

# Eye region height width 

1 

 

137 560 

2 

 

139 568 

3 

 

141 575 

4 

 

140 570 

5 

 

138 560 

6 

 

144 585 

7 

 

144 587 

8 

 

143 582 

9 

 

143 583 

 

To extract texture features, Gabor filter has been 

applied. We convolve the extracted eye regions with 

Gabor filter banks with 1 spatial frequency that properly 

provides edges, Wrinkles and furrows, and 9 different 

orientations from 0 to 180 degrees with a 20degree steps. 

An example of Gabor response in one of the experiments 

is shown in Fig. 5. 

 

Fig. 5. gabor response on eye region in our work 

The Gabor responses from the whole image as 

features lead to huge dimensionality problem. To cope 

with these problem, different approaches like feature 

selection and employing Gabor filter on Regions-of-

Interest (ROIs) have been suggested [11, 12, 36 and 37]. 

In this work, we have found the response of Gabor filter 

for every detected eye region.  

To decrease dimensionality of feature space we use 

two strategies in Gabor feature extraction: 

1) We restrict Gabor filter bank to one spatial 

frequency which properly provides edges, Wrinkles and 

furrows instead of using different spatial frequencies.  

The reason is that, all the spatial frequencies don’t 

provide useful information on image. The low spatial 

frequencies result in blurred edges in Gabor response 

where the high spatial frequencies lead to some broken 

and not continuous edges of Gabor response. Examples of 

Gabor filter responses with low and high spatial 

frequencies are shown in Fig. 6. 

By applying Gabor filter banks with 9 different spatial 

frequencies from 1/2 to 1/32 in units, and 9 different 

orientations from 0 to 180 degrees with a 20 degree steps 

from the eye region with the size of 144 * 585 pixels, 

dimensionality becomes huge (9 * 9 * 144 * 585 = 

6,823,440). By restricting the filter bank to 1 spatial 

frequency and 9 orientations, the dimensionality of the 

features reduce to 1 * 9 * 144 * 585 = 758,160 whilst better 

response with the most useful information would be obtained. 
 

 

Fig. 6. gabor response with low spatial ferequncy in above picture and 

gabor response with high spatial ferequncy in below picture. 

2) After getting the response of Gabor filter, we 

extract some statistical information such as histogram, 

mean, and standard deviation from every response of 

Gabor filter. This process reduces the dimensionality of 

the features dramatically. 

Accordingly, histogram is defined as the number of 

pixels of each brightness level in the image. Mean is defined 
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as the sum of the pixel values in Gabor response divided by 

the number of values. Finally, standard deviation is used to 

measure the amount of variation from the average value. 

Horizontal & vertical profile: Data in a Gabor 

response matrix can be profiled. We get the vertical, 

horizontal or arbitrary profiles of the matrix data. The 

columns summation is defined as vertical profile. 

Similarly, horizontal profile is the rows summation. 

3.3 Classification 

In the final step, classification is employed. Facial 

emotion recognition requires classifier training with a set 

of images with particular emotions displayed. In the 

proposed FER method, the Support Vector Machine 

(SVM) is used as a classifier. We choose SVM because of 

its simplicity, flexibility and resistance to noise and 

outliers and having the advantage of solving non-linear, 

or high dimensional classification problem. The SVM is a 

classifier which receives labeled training data and 

transforms it into higher dimensional feature space. The 

SVM classification method computes separating hyper 

plane between classes. SVM determines the best 

separation between classes with respect to margin 

maximization. Regarding the kernels tested, we compare 

the most commonly used ones in the literature i.e. 

polynomial and rbf. 

4. Experimental Results 

There is still no standard method for evaluation of automatic 

FER methods. However, the majority of studies have reported 

the performance of their method on one or more available 

emotional face datasets. Many works have reported the results 

of their method on Cohn-kanade, FG-Net datasets, or both. 

To investigate the efficiency of the proposed FER 

method, two facial expression datasets are used in this 

paper. The first dataset is the FG-Net Facial Expression 

which consists of MPEG video files with spontaneous 

emotions recorded. It contains some expression examples 

gathered from 18 different subjects (9 female and 9 male). 

Facial expressions of subjects are captured during 

watching videos. The dataset formed from FG-Net dataset 

consists of 1542 images of seven states, neutral and 

emotional (anger, disgust, fear, happy, sadness, and 

surprise). Accordingly, 222 frames for neutral, 221 

frames for anger expression, 222 frames for disgust 

expression, 220 frames for fear expression , 218 frames 

for happiness, 220 frames for sadness, and 219 frames for 

surprise expression are used. 

Second dataset is the Cohn-Kanade Facial Expression 

Dataset which contains image sequences displayed by 97 

posers. The sequence displays the emotion from the start 

(neutral state) to the peak. The dataset contains 1532 images 

divided into seven classes: neutral, anger, disgust, fear, 

happiness, sadness, and surprise. Accordingly, 220 frames 

for neutral, 218 frames for anger, 218 frames for disgust, 218 

frames for fear, 220 frames of happiness, 220 frames of 

sadness, and 218 frames for surprise expressions are used. 

TABLE II. gives an overview of the existing methods 

where Gabor filter response is part of their extracted 

features, for expression analyzes. 

Our work consists of two set of experiments: binary 

classification and multiclass classification. Evaluation 

criteria for classification problem are: 

F-Measure: Combination of precision and recall by 

their harmonic mean. It varies between zero and one; 

when the value is closed to one it indicates a better 

performance of classification (1). 
 

(1)           
                  

                
 

 

False positive rate: It is also known as the false alarm 

ratio refers to the rate of occurrence of positive test results 

in samples known to be negative for which an individual 

is being tested (2). TN is the number of negative results 

which have detected correctly as negative results.  
 

(2)                     
  

       
 

 

Table 2. Comparison of some facial expression analyses 

Reference Database Feature type Classification Performance 

2001 

Tian.[13] 
Cohn-Kanade 

Permanent features: Gabor response on nasolabial 

region, nasal root, and eye corner transient features: 
canny edge detection 

ANN 

Recognition of upper face action units: 96.4%  

Recognition of lower face action units: 96.7%  
Average to independent databases:93.3% 

2003 

Bartlett.[23] 
Cohn-Kanade 

Gabor filter responses selected by Adaboost for each 

expression 
SVM 

Across 7 prototypic expression:  

AdaSVM+RBF: 90.7% 

2008 

Kotsia.[14] 
Cohn-Kanade 

Gabor filter output vectors on whole face have been 

concatenated to form a new long feature vector 
SVM&MLP 

Across 6 prototypic expression:  

Cohn : 91.6%, 

2008 

Zhan.[26] 
FG-Net 

Gabor filters with different frequencies and 

orientations are applied only to a set of facial 
landmark positions 

SVM Accuracy rate for 7 expressions : 82% 

2010 

Wu.[53] 
Cohn-Kanade 

Gabor motion energy filters (GME) output vectors on 

whole face 
SVM 

Average ROC over 6 expressions: 

on onset sequences classification: 78.56% 
on apex sequences classification: 97.81% 

2014 

L.Zhang.[54] 
Cohn-Kanade 

Gabor filters with different frequencies and 

orientations are applied on face region 
SVM 

Across 7 prototypic expression 

Cohn : 95.3%, 

This work 
Cohn-Kanade 

FG-Net 

Gabor:  statistical information from every response of 
Gabor filter 

Geometry: size of eye region 

SVM 
Average Measure for classifying 7 prototypic 

expression: Cohn: 96.6%  

FG-Net : 96.63% 
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4.1 Binary Classification 

In the first experiment, we have conducted our method to 

detect emotional state from neutral face. So, we have used 

binary classification to determine the efficiency of the method. 

In each video, the initial frames start from neutral state 

and the remaining frames rise to a complete emotional 

states. The results of the experiment are shown in TABLE 

III, IV, V, VI, VII, and VIII. In binary classification, the 

best result on posed Cohn-Kanade and spontaneous FG-

Net datasets found for disgust expression with 98.64% 

and 99.22% correctly classified instances, respectively. 

The worst result on posed Cohn-Kanade dataset is for 

anger expression with 97.09% correctly classified 

instances. Similarly, on spontaneous FG-Net, the worst 

result is for surprise expression with 97.94% correctly 

classified instances.   

Table 3. SVM classification of neutral & anger expression with poly & 
rbf kernels 

 Kernel FP Rate 
%F-

Measure 

% average of 

Correctly Classified 
dataset 

neutral 

Poly 

0.05 96.67 

96.68 

Cohn-

Kanade 

anger 0.017 96.66 

average 0.033 96.67 

neutral 

RBF 

0.058 97.2 

97.09 anger 0 97 

average 0.029 97.1 

neutral 

Poly 

0.031 98.5 

98.44 

FG-Net 

anger 0 98.4 

average 0.016 98.4 

neutral 

RBF 

0.023 98.9 

98.83 anger 0 98.8 

average 0.012 98.8 

Table 4. SVM classification of neutral & disgust expression with poly & 
rbf kernel 

 Kernel FP Rate 
%F-

Measure 

% average of 

Correctly Classified 
dataset 

neutral 

Poly 

0.037 98.2 

98.18 

Cohn-

Kanade 

disgust 0 98.1 

average 0.019 98.2 

neutral 

RBF 

0.028 98.7 

98.64 disgust 0 98.6 

average 0.014 98.6 

neutral 

Poly 

0.031 98.5 

98.45 

FG-Net 

disgust 0 98.4 

average 0.016 98.4 

neutral 

RBF 

0.016 99.2 

99.22 disgust 0 99.2 

average 0.008 99.2 

Table 5. SVM classification of neutral & fear expression with poly & rbf kernel 

 Kernel FP Rate 
%F-

Measure 

% average of 

Correctly Classified 
dataset 

neutral 

Poly 

0.035 98.2 

98.23 

Cohn-

Kanade 

fear 0 98.2 

average 0.017 98.2 

neutral 

RBF 

0.044 97.4 

97.34 fear 0.009 97.3 

average 0.026 97.3 

neutral 

Poly 

0.036 97.9 

97.84 

FG-Net 

fear 0.007 97.8 

average 0.021 97.8 

neutral 

RBF 

0.029 98.2 

98.2 fear 0.007 98.2 

average 0.018 98.2 

Table 6. SVM classification of neutral & happiness expression with poly 

& rbf kernel 

 Kernel FP Rate 
%F-

Measure 

% average of 

Correctly Classified 
dataset 

neutral 

Poly 

0.035 98.2 

98.23 

Cohn-

Kanade 

happy 0 98.2 

average 0.017 998.2 

neutral 

RBF 

0.043 97.8 

97.79 happy 0 97.8 

average 0.021 97.8 

neutral 

Poly 

0.026 98.7 

98.68 

FG-Net 

happy 0 98.7 

average 0.013 98.7 

neutral 

RBF 

0.033 98.4 

98.35 happy 0 98.3 

average 0.016 98.3 

Table 7. SVM classification of neutral & sadness expression with poly 

& rbf kernel 

 Kernel FP Rate 
%F-

Measure 

% average of 

Correctly Classified 
dataset 

neutral 

Poly 

0.046 97.3 

97.25 

Cohn-K 

sad 0.009 97.2 

average 0.028 97.2 

neutral 

RBF 

0.056 96.4 

96.33 sad 0.018 96.2 

average 0.037 96.3 

neutral 

Poly 

0.014 99 

99.06 

FG-Net 

sad 0.005 99.1 

average 0.009 99.1 

neutral 

RBF 

0.009 98.8 

98.83 sad 0.015 98.9 

average 0.012 98.8 

Table 8. SVM classification of neutral & surprise expression with poly 
& rbf kernel 

 Kernel FP Rate 
%F-

Measure 

% average of 

Correctly Classified 
dataset 

neutral 

Poly 

0.046 97.8 

97.73 

Cohn-

Kanade 

surprise 0 97.7 

average 0.023 97.7 

neutral 

RBF 

0.046 97.8 

97.73 surprise 0 97.7 

average 0.023 97.7 

neutral 

Poly 

0.049 97.2 

97.12 

FG-Net 

surprise 0.008 97.1 

average 0.029 97.1 

neutral 

RBF 

0.033 98 

97.94 surprise 0.008 97.9 

average 0.02 97.9 

4.2 Multiclass Classification 

Some studies like [24, 42, and 44] in facial expression 

analysis, made their effort to classify action units (AU). 

Other studies like [14, 23, 26, and 43] classified each 

emotional state based on the extracted features.  

In this experiment, our objective is to detect and to 

distinguish anger, disgust, fear, happiness, sadness, 

surprise and neutral frames from each other. So, we face 

with 7- label classification problem. We have studied two 

popular strategies to solve such classifications problems; 

One-vs.-the-Rest and One-vs.-One. 

One-Vs.-The-Rest: The strategy consists in fitting one 

classifier per class. For each classifier, the class is fitted 

against all the other classes. In addition to its 

computational efficiency, another advantage of this 
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approach is its interpretability. In this strategy, for each 

class, we have one and only one classifier. So this feature 

makes it possible to gain the knowledge about the class 

by inspecting the corresponding classifier.  

One-Vs.-One: It constructs one classifier per pair of 

classes. The class which receives the most votes at 

prediction step would be selected. This method is 

beneficial for algorithms such as kernel ones which don’t 

scale well with n_samples. This is because each 

individual learning problem only involves a small subset 

of data whereas, with one-vs.-the-rest, the complete 

dataset is used n_classes times. 

We have employed One-Vs-One scheme for solving 

our multi-classification problem. The results of the 

experiments are shown in TABLE IX, X. 

Table 9. SVM classification of neutral, anger, disgust, fear, happiness, 

sadness & surprise expression with poly & rbf kernel in cohn dataset.  

 Kernel FP Rate 
%F-

Measure 

% average of 

Correctly Classified 
dataset 

neutral 

Poly 

0.026 86.9 

95.76 

Cohn-

Kanade 

anger 0.002 98.9 

disgust 0.002 98.4 

fear 0.006 96.3 

happy 0.004 96.6 

sad 0.006 96.8 

surprise 0.004 96.8 

average 0.007 95.8 

neutral 

RBF 

0.02 88.9 

96.6 

anger 0.001 99.5 

disgust 0.002 98.4 

fear 0.004 97.2 

happy 0.004 97.5 

sad 0.005 97.5 

surprise 0.005 97.2 

average 0.006 96.6 

Table 10. SVM classification of neutral, anger, disgust, fear, happiness,  
sadness & surprise expression with poly & rbf kernel in fg-net dataset.  

 Kernel FP Rate 
%F-

Measure 

% average of 

Correctly Classified 
dataset 

neutral 

Poly 

0.015 92 

95.91 

FG-Net 

anger 0.005 97.8 

disgust 0.002 97.7 

fear 0.011 94.1 

happy 0.002 98.4 

sad 0.004 97.5 

surprise 0.008 94 

average 0.007 95.9 

neutral 

RBF 

0.012 92.8 

96.63 

anger 0.005 98 

disgust 0.002 98.2 

fear 0.008 95.7 

happy 0.004 98.2 

sad 0.002 97.9 

surprise 0.007 95.7 

average 0.006 96.6 
 

To validate the proposed FER method we use 10-fold 

cross validation method. In 10-fold cross validation, the 

original sample is randomly partitioned into 10 equal size 

subsamples. Of the 10 subsamples, a single subsample is 

retained as the validation data for testing the model, and 

the remaining 9 subsamples are used as training data. The 

cross-validation process is then repeated 10 times, with 

each of the 10 subsamples used exactly once as the 

validation data. The 10 results from the folds would then 

be averaged to produce a single estimation.  

The confusion matrices in TABLE XI, XII indicates 

the performance of 10-fold cross validation on the posed 

and spontaneous datasets, respectively. The rows 

represent the emotion that was intended by the subject 

and the columns represent the emotion determined by the 

classifier. The total number of images that have been 

classified for each intended emotion is shown on the last 

column of the table. 

For Cohn-kanade dataset, the overall percentages of 

correctly classified emotions were: 89.54% for intended 

neutral, 99.54% for anger, 97.71% for disgust, 96.79% for 

fear, 97.27% for happiness, 98.18% for sadness, and 

97.25% for surprise. 

Similarly, for FG-Net dataset, the overall percentages 

of correctly classified emotions were: 92.79% for 

intended neutral, 98.64% for anger, 97.75% for disgust, 

96.36% for fear, 98.62% for happiness, 96.82% for 

sadness, and 95.43% for surprise. 

Our proposed FER method has some drawbacks in 

spatial feature extraction. Despite the good performance 

of Viola Jones eye detection algorithm, this method 

doesn’t provide the changes in the size of eye regions as 

expected. For example, during disgust expression the 

height of eye region decreased. However, as we have 

shown in TABLE I. viola Jones doesn't show height 

changes as expected.  

5. Conclusion 

The research community shifts their focus from posed 

to spontaneous expression recognition. Since spontaneous 

expression are more natural in compare with posed 

expression. Recognizing expressions which contain 

exaggeration in expressing facial emotion aren’t useful in 

the real world applications. In future robust spontaneous 

expression recognizers will be developed and deployed in 

real-time methods and used in building many real-world 

applications especially in HCI applications. 

The fully automated nature of the FER method allows 

us to perform facial expression analysis in many 

applications of HCI. By creating computer methods that 

can understand emotion, we enhance the communications 

that exists between humans and computers. 

In this paper we introduced a fully automatic facial 

expression recognition method. Contrary to other 

approaches in emotional recognition which employ the 

whole face region or some interesting regions of faces, we 

restrict our FER method to analyze human emotional 

states based on eye region changes. We showed that how 

this region plays significant role for further analysis of 

facial expression process. Since the features of eye region 

are extracted, the size of feature dimension reduces 

dramatically. Therefore, expression classifiers can be 

trained in much less time. Consequently, this leads to 

lower computational complexity where the emotional 
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recognition rate is kept high in value. We evaluate the 

proposed FER method on posed (Cohn-Kanade) and 

spontaneous (FG-Net) datasets. For feature extraction we 

use a fusion based approach. The classification rate on 

spontaneous dataset increased to 96.63%. On posed 

dataset the accuracy of FER method is 96.6%. The results 

are comparable to the existing facial expression 

recognition methods. 

Proper recognition rate of the proposed FER method is 

because of extracting useful informative features during 

expressing emotions. We achieve this goal by restricting 

our method to analyze eye region changes during 

expressing facial emotion. 

 

Table 11. The confusion matrices of 10-fold cross validation for multi-class expression classifier when tested on cohn-k dataset.    

CLASSIFIED AS 
Neutral Anger disgust Fear Happy Sad Surprise total 

Intended Neutral 197 1 2 4 5 7 4 220 

Intended Anger 1 217 0 0 0 0 0 218 

Intended Disgust 5 0 213 0 0 0 0 218 

Intended Fear 5 0 0 211 0 0 2 218 

Intended Happy 6 0 0 0 214 0 0 220 

Intended Sad 4 0 0 0 0 216 0 220 

Intended Surprise 5 0 0 1 0 0 212 218 

Table 12. The confusion matrices of 10-fold cross validation for multi-class expression classifier when tested on fg_net dataset. 

CLASSIFIED AS 
Neutral Anger disgust Fear Happy Sad Surprise total 

Intended Neutral 206 4 1 1 5 1 4 222 

Intended Anger 3 218 0 0 0 0 0 221 

Intended Disgust 3 0 217 1 0 0 1 222 

Intended Fear 3 0 1 212 0 0 4 220 

Intended Happy 2 0 0 1 215 0 0 218 

Intended Sad 3 1 1 2 0 213 0 220 

Intended Surprise 2 1 0 6 0 1 209 219 
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Abstract 
Entity profiling (EP) as an important task of Web mining and information extraction (IE) is the process of extracting 

entities in question and their related information from given text resources. From computational viewpoint, the Farsi 

language is one of the less-studied and less-resourced languages, and suffers from the lack of high quality language 

processing tools. This problem emphasizes the necessity of developing Farsi text processing systems. As an element of EP 

research, we present a semantic approach to extract profile of person entities from Farsi Web documents. Our approach 

includes three major components: (i) pre-processing, (ii) semantic analysis and (iii) attribute extraction. First, our system 

takes as input the raw text, and annotates the text using existing pre-processing tools. In semantic analysis stage, we 

analyze the pre-processed text syntactically and semantically and enrich the local processed information with semantic 

information obtained from a distant knowledge base. We then use a semantic rule-based approach to extract the related 

information of the persons in question. We show the effectiveness of our approach by testing it on a small Farsi corpus. 

The experimental results are encouraging and show that the proposed method outperforms baseline methods. 

 

Keywords: Web Mining; Information Extraction; Person Profiling; Farsi Language. 
 

 

1. Introduction 

Entity profiling (EP) is an active research topic in 

Web data mining and information extraction (IE). EP 

aims to gather, infer, refine and group unobservable 

information of a given entity from observable data about 

it. There are many ongoing researches on the problem of 

EP in different languages. However, one of the less 

studied languages in EP is Farsi. Farsi speaking people 

constitute 1.5% of the world‟s population. They spend 

hours daily in the Internet and easily publish data on their 

homepages, news articles, blog entries, item reviews, 

comments, micro-posts, and social networks. This results 

a huge volume of valuable Farsi contents on the Internet, 

which a significant part of them are unstructured, free-text 

documents. Farsi contents constituent 1% of all the digital 

contents on the Internet. The volume of Farsi content has 

increased at a steady rate over the past years (blue line in 

Figure 1), and this growth is expected to be continuing for 

the future (orange line in Figure 1). Due to the special and 

different nature of Farsi such as linguistic phenomena, 

lack of appropriate natural language processing (NLP) 

tools and underlying linguistic resources, processing Farsi 

content is more serious [1],[2]. These challenges highlight 

the necessity of developing high quality IE approaches in 

Farsi. In this article, we present an approach to extract 

profile of persons in Farsi, and report an evaluation of 

that. Person profiling is a specific variant of the general 

EP problem. In person profiling, we are given a collection 

of Web pages about different persons. The process is to 

extract profile of each given person from his/her relevant 

Web pages. A central task in person profiling is attribute 

extraction. In recent years, a few efforts have been made 

to automatically process the Farsi text and to extract 

attributes of entities. However, these approaches suffer 

from several fundamental issues. 

The first is that many existing work (e.g., [3]-[5]) 

relying on syntactic information and used pre-specified 

lexico-syntactic rules or specific machine learning 

approaches. These methods cannot entirely solve the 

problems of synonymy and polysemy that need deep 

understanding of text. The second problem is that the 

resulting attributes are surface textual facts and are not 

linked to an ontology. 
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Fig. 1. Farsi content‟s growth on the Internet; the blue curve shows the 

growth rate of Farsi content from 2011 to 20161, and orange line shows 
the forecast growth rate up to 2020.  

The third is the problem of syntactic variation, 

presenting the same meaning with different surface 

linguistic expression forms. This makes it hard for any 

Web AE to cover all variations of writing patterns. These 

observations promoted us to developing a new semantic 

AE approach to overcome the challenges of syntactic 

variation, and extracting semantic, meaningful attributes.  

We use two types of AE methods to extracting profile 

information of an entity: verb-based AE and noun-based 

AE. We use verb-based AE to extract attribute values 

from semantic role (SRL) frames which their verb 

predicates serves as an indicator of a given attribute class. 

We show how verb-based AE can improve the quality of 

IE, partially solve the syntactic variation. To extract 

attribute values from noun-based constructions, we use 

noun-based AE. For noun-based attributes, we map each 

sentence into a semantic boosted dependency graph, and 

then use dependency-based patterns to extract the target 

attributes. The observation underlying our approach is 

that understanding the text semantically can improve the 

results. Our approach addresses the problems of 

synonymy and polysemy, and makes full use of the merits 

of both syntactic and semantic analysis of the text. Our 

approach links the resulting textual surface facts 

contained in profiles to their possible meaning in a distant 

ontology. This is very helpful for multi-lingual text 

processing. The resulting profiles are structured and 

machine-readable and can simply translate to other more-

studied and more-resourced languages, and facilitate 

understanding and processing of Farsi text documents.  

To summarize, our contributions in this article are as follows: 

 For verb-based AE, we present a semantic approach, 

which is effective for rich profile IE from SRL 

frames. This is helpful to solve the problem of 

syntactic variation in expressing the same meaning.  

 For noun-based AE, we improve the robustness of 

IMPLIE system [6] by incorporating co-reference 

information. We apply our extended algorithm on 

semantic enriched dependency graph to extract 

both single-value and multiple-value attributes. 

 To evaluate the performance of our method, we 

create a small Farsi dataset drawn from Wikipedia 

articles. We compare our approach with baseline 

                                                           
1 The data for draw the current status of Farsi content on the Internet are 

driven from “Usage of content languages for Websites”, 

[www.W3Techs.com], Retrieved 10 March 2016 

methods. Our experiments demonstrate that our 

method is an encouraging approach, and it can 

extract high quality information about entities. 

The remainder of this paper is organized as follows. 

After a brief survey of related work in Section 2, we 

describe our personal EP approach in Section 3. Section 4 

describes the experiments we performed to evaluate our 

approach. Finally, we draw some conclusions, and 

identify future work in Section 5. 

2. Related Work 

The task of extracting structured and relevant 

information about entities from text documents is a long-

standing task in the IE and NLP community. Early IE 

systems were based on lexico-syntactic rule-based 

methods and are domain dependent. For example, Li et al. 

[7] used a multi-level rule-based approach, which relies on 

various linguistic IE patterns to extract entity-centric 

relations from English corpora. However, such approaches 

to IE are limited by the availability of domain knowledge, 

the difficulty in designing rules for all types of text, and 

less accurate results under noisy setting. Later systems to 

achieve robustness under noisy setting and to extract 

arbitrary entity-centric relations use probabilistic [8],[9] 

and statistical methods [10],[11]. However, these 

approaches do not discover the semantic information 

contained in text entirely. Recently, machine learning 

methods are widely used for entity-centric relation 

extraction. Supervised learning methods achieved high 

performance in relation extraction, but they need more 

hand labelled training data in order to be effective [12]. 

Due to the lacking of high quality of labelled training data, 

and the low performance of supervised methods for 

extracting arbitrary relations from large-scale corpora such 

as Web, semi-supervised learning methods [12],[13] 

bootstrapping methods [14], self-supervision approaches 

[15], distant supervision methods [16], and unsupervised 

clustering methods [17] are developed. However, each of 

these methods suffers from several challenges. For 

example, bootstrapping methods suffers from semantic 

drift problem, and distant supervision suffers from noisy 

training data. The output of unsupervised learning methods 

often does not resemble ontological relations and the 

resulting relations are hard to map to a domain ontology. 

Open IE [18] as a new emerged IE methodology aims 

to extract arbitrary domain-independent relations in the 

text without a pre-determined set of relations and with no 

domain-specific knowledge engineering effort. Open IE 

extractions are surface text and do not resemble domain-

specific ontological relations [19]. Recently, a few 

approaches focused on adapting Open IE extractions to 

domain-specific ontology [6],[19]-[21]. Soderland et al. 

[19] propose a two-step approach for adapting open 

domain relational tuples to domain-specific ontological 

relations. In the first stage, the tuples are annotated by a 

domain concept recognizer, and then a number of 

relation-mapping rules are learned by using a cover 
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learning algorithm to map the tuples to domain relations. 

Since machine learning approach to learning high 

precision mapping rules need more training data, and such 

a high volume data are not available, the authors in [20] 

chose to create mapping rules manually rather than 

adopting machine learning approaches. In IMPLIE [6] 

syntactic dependency rules are used to find relations that 

are beyond the scope of Open IE extractions. IMPLIE 

begins with user-collected semantic taggers for a set of 

target attribute classes, and then uses dependency parse 

rules to find noun phrase that are modified by terms of a 

target class. We borrow the idea from their work for 

extracting noun-based attributes, but we enrich the 

syntactic information with semantic information obtained 

from a distant ontology to alleviate the errors produced by 

syntactic parsing. Exploiting syntactic dependencies for 

relation extraction is not a new idea and studied in early 

work. For example, [22] formulates the entity-centric 

relation extraction as the problem of finding the shortest 

paths between entities on dependency graph. Some other 

information extraction works rely on shallow semantic 

analysis of text [23]-[25]. For example, Surdeanu et al. 

[23] proposed a rule-based approach, which contains a 

number of mapping rules to map SRL frames to relations 

in question. However, these approaches have not been 

addressed entirely some challenging linguistic phenomena 

such as synonymy and polysemy.  

Some other works integrate syntactic dependencies 

and semantic information derived from distant knowledge 

bases to address the challenges like synonymy and 

polysemy. For example, Moro and Navigli [26] combined 

syntactic dependencies and distributional semantic 

information to extract ontologized relations. However, the 

resulting relations are still bound to surface text, lacking 

actual semantic content. Bovi et al. [27] developed DEFIE 

system, which extracts semantic relations from Web text 

through deep syntactic and semantic analysis of the text. 

They obtained syntactic information from dependency 

parser, and semantic information from Babelfy [28]. They 

mainly focused on verb-based relations. We borrow the 

idea of enriching local document-level information with 

semantic information derived from distant knowledge 

base Babelfy from the work of Bovi et al. [27]. We (a) 

focus on Farsi language; and (b) integrate SRL frames 

with semantic information obtained from Babelfy to 

extract verb-based relations, and (c) in addition to verb-

based relations, we focused on extracting noun-based 

relations by adopting and extending the rule-based 

approach presented in [20]. 

There are also some relation extraction works in Farsi. 

Relation extraction is a central task in entity profiling and 

focuses on learning atomic facts about entities. We notice 

that in contrast to work in relation extraction, our work 

addresses the problem of entity profiling, which extracts a 

richer information structure about a given entity. One of 

the first approaches to semantic relation extraction in 

Farsi is based on hand-crafted rules, which uses the 

syntactic and lexical information [3]. A similar approach 

is done by Moradi el al. [4]. They adopt the Hearst's 

approach [29] to relation extraction in Farsi. In their 

approach, relations are extracted by matching some pre-

defined patterns over the text. Their approach has 

syntactic nature and does not analyze the text 

semantically. In other work, [5] uses a set of semantic and 

lexico-syntactic patterns and templates for extracting 

taxonomic and non-taxonomic relations and axioms from 

Farsi text. Our own earlier work on personal information 

extraction in Farsi includes [30]. In the paper [30], we 

used syntactic-based patterns and attribute-specific 

gazetteers to extract personal attributes. However, the 

limitations to our previous work [30] and some existing 

work in Farsi are that (i) the resulting attributes are 

surface textual facts and are not linked to an ontology, 

and (ii) they did not address the language phenomena of 

synonymy and polysemy that need deep understanding of 

the text, and (iii) they suffer from the problem of syntactic 

variation. In this paper, we use different semantic-based 

approaches to improve the quality of attribute extraction, 

alleviate the problem of syntactic variation and the 

challenges of synonymy and polysemy, which was not 

studied before in previous work. Our approach relies on 

deep semantic analysis of the text, and enriches local 

entity-centric information with semantic information 

obtained from a distant knowledge base. The resulting 

profile attributes are meaningful and are linked to their 

possible meaning in a distant ontology. This is greatly 

helpful for the multi-lingual text processing such that the 

resulting profiles can simply translate to other language. 
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Fig. 2. The state diagram of our EP approach 

 

3. Our Proposed Method 

Our profile extraction system takes as input a query 

entity e, and extracts its discourse profile, which contains a 

number of <attribute, value> pairs, each of which represents 

a certain characteristic of the entity e. Formally, we define 

the discourse profile of the entity e, P(e) as follows: 
 

 ( )  *(   )|       ( )+   (1) 
 

where a is a given attribute, v is a value for attribute a, 

A is the vocabulary of attributes that can be used to 

describe characteristics of the entity e; and  ( ) represent 

a set of filler values for attribute    . Similarly, we 

define the entity profiling problem as follows: 
 

      *     +                    ( )   (   ) (2) 
 

This formulation says that given a text document D, a 

query entity e, and a vocabulary of attributes A, our goal is to 

design a profiling system   to extract structured information 

 ( ) related to entity e from document D. Figure 2 shows 

the state diagram of our proposed method. We decompose 

person profile extraction problem as three major subtasks: (i) 

pre-processing, (ii) semantic analysis, and (iii) attribute 

extraction. Pre-processing provides the input text as system‟s 

desired format using existing pre-processing tools. Semantic 

analysis takes a pre-processed sentence as input to produce 

its semantic representation. This component extracts the 

syntactic information (dependency graph) and semantic 

information (SRL frame) from pre-processed text, and 

enriches syntactic dependency graph and SRL frames with 

word senses and disambiguated entity mentions. The 

attribute extraction component, is given the query entity e, 

and a vocabulary of attributes A, and must find a set of filler 

values V for each attribute     from annotated text 

generated by semantic analysis component. The extracted 

<attribute, value> pairs are validated and integrated to form 

discourse profile of entities in question. In the following, we 

describe these tasks in more detail. 

3.1 Pre-Processing 

In this article, we focus on the textual part of the Web 

pages, because the majority of the information about 

entities on the Web is often expressed by natural language 

text. Web pages need to be pre-processed and prepared 

according to system‟s desired format. Pre-processing 

includes four main stages: (i) html tag removal, (ii) 
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named entity recognition, (iii) co-reference resolution, 

and (iv) sentence splitting. First, for each Web page, 

Jsoup (Java HTML Parser, [https://jsoup.org]) is run to 

cast it into plain text document. We then use a multi-

lingual named entity tagger [31] to annotate the text for 

coarse-grained lexical entity types including person, 

location, and organization. The annotated text documents 

are passed to a rule-based co-reference resolution module 

to identify co-reference chains for all the entities 

mentioned in each document. The mentions in every co-

reference chain of interest are then replaced with their 

corresponding representative mentions. Next, for the co-

reference chain of interest within each document, we split 

the document to sentences. We note that, in our 

implementations, we focused on formal-style sentences. 

A formal-style sentence follows prescribed writing 

standards, and prepared for a fairly broad audience [32], 

[33] A formal-style sentence is often complete and 

contains a subject, verb and an object. The pre-processing 

may produce errors, which propagate to the latter stages. 

However, improving the pre-processing tools is beyond 

the scope of this paper. The remainder of the processing 

described in the following use this pre-processed text. 

3.2 Semantic Analysis 

The semantic analysis component takes as input the pre-

processed formal-style text, extracts SRL frames and 

dependency graphs from the sentences of pre-processed text, 

and augments them with word senses derived from a distant 

knowledge base. Semantic parsing consists of four subtasks: 

(i) word sense disambiguation, (ii) SRL frame extraction, 

(iii) dependency parsing, and (iv) semantic enrichment. In 

the following we describe these subtasks in more detail. 

3.2.1 Word Sense Disambigua 

Word sense disambiguation (WSD) provides a sense 

mapping from surface words and entity mentions in a 

given text to concepts and named entities in an ontology. 

In WSD stage, we first disambiguate the word senses 

using Babelfy [28], a state-of-the-art entity linking and 

word sense disambiguation system. We filter the resulting 

senses by pruning the senses corresponding to short-tail 

mentions that covered by other long-tail mentions. We 

then map surface textual words and entity mentions to 

word senses and named entities in BabelNet ontology 

[28]. Figure 3(a) shows the WSD result for a sample 

sentence. In Figure 3(a), notation bn:in refers to the i-th 

BabelNet sense for the given word. 

3.2.2 SRL Frame Extraction 

In the stage of SRL frame extraction, we assign a “who did 

what to whom, when, where, why, and how” structure to the 

sentences of text. We use a rule-based semantic role labeller 

system [34] to annotate constituents of the sentences with 

semantic roles. We extract SRL frames from the output of 

semantic role labeller system. An SRL frame consists of a 

verb predicate and a number of semantic role elements. Let 

  *         + be an SRL frame in which p denotes the 

verb predicate, and 
iE is the ith SRF element in the frame. 

Each element    is a (   ) pair, where s indicates the type of 

semantic role, and g denotes the value for the underlying 

argument. We note that there may be multiple SRL frame in a 

sentence depending on the number of verbs in the sentence. 

In our implementations, types of semantic roles in the output 

of semantic role labelling system follow the annotation 

guideline in VerbNet [35]. Figure 3(b) shows a sample 

sentence along with SRL frames extracted by semantic role 

labelling system. Semantic role labelling system produces 

errors (e.g., incorrect argument boundary, or incorrect 

associated semantic role labels to words), which propagate to 

the later stages. However, improving the semantic role 

labelling system is orthogonal to our problem and out of the 

scope of this paper. 
 

 

Fig. 3. semantic analysis for a sample sentence; (a) disambiguated word senses; (b) SRL frame F; (c) semantic enriched SRL frame; (d) dependency 

graph   ; (e) syntactic-semantic graph     
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3.2.3 Dependency Parsing 

In dependency parsing stage, we first parse each 

sentence of the text to obtain corresponding dependency 

graph   . In   , each single word figured as a node and 

word-word dependencies are represented as directed 

edges between nodes. In other words,    represents 

binary relationships between words of a sentence, in 

which words are connected with their parent words with a 

unique edge labelled with a syntactic function. The 

definition of syntactic functions is given in [36]. Figure 

3(d) shows the dependency graph    for a sample 

sentence. Our syntactic analysis component uses Hazm 

parser
1
, and generates a dependency syntactic graph for 

each sentence. The erroneous syntactic analyzing of a 

sentence degrades the performance of later components of 

EP system. However, we alleviate this problem by 

enriching the syntactic dependencies with semantic 

information generated at WSD stage. 

3.2.4 Semantic Enrichment 

The aim of this stage is to augment the SRL frame and 

the dependency graph    with semantic information 

obtained in WSD phase. To enrich SRL frame elements 

with semantic information, we replace each SRL element 

with its corresponding disambiguated sense. Figure 3(c) 

shows the semantic enrichment result for the SRL frame 

given in Figure 3(b). To enrich dependency graph    with 

word senses, and create a syntactic-semantic graph    , 

we start from the dependency graph    of sentence s, and 

a set of disambiguated senses for that sentence. If a 

disambiguated sense is a single token and covers a single 

node in   , it simply attach to the corresponding 

dependency node. If a disambiguated sense is a multi-

word expression and covers more than one node in   , we 

merge the sub-graph referring to the same concept or 

entity to a single semantic node. Figure 3(e) shows the 

enrichment result for the graph    given in Figure 3(d). 

3.3 Attribute Extraction 

The attribute extraction (AE) component takes as 

input the query entity e, and a vocabulary of attributes A, 

and extracts filler values for the attributes in A. We focus 

on six kinds of attributes include: „ تىلد تاریخ / tarikhe 

tavallod/ date of birth‟, „محل تىلد/ mahale tavallod/ birth 

place‟, „بستگان/ bastegan/ relatives‟, „ملیت/ meliat/ 

nationality‟, „شغل/ shoghl/ occupation‟, and „مدرک/ 

madrak/ degree‟. These attributes are those extensively 

studied in IE tasks including slot/template filling, and 

knowledge base population tasks [37], [38]. We observe 

that the filler values for these attributes are from noun-

based constructions, or sentences having a verb, which 

serves as an indicator for different attribute classes. 

Hence, we use two types of AE rules to extract attribute 

filler values: verb-based rules and noun-based rules. We 

applied verb-based rules on semantic augmented SRL 

                                                           
1 http://www.sobhe.ir/hazm/ 

frames and noun-based rules on semantic boosted 

dependency graphs. In the following, we give more detail 

about these methods. 

3.3.1 Verb-based Attribute Extraction 

The procedure of extraction filler values for the given 

attributes from semantic boosted SRL frames includes 

two stages: (i) frame marking, and (ii) frame element 

mapping. The frame marking is responsible for labelling 

the verbs or phrases in SRL frames as indicators of 

possible values for target attribute classes, but it does not 

specify which of the elements should be considered as a 

filler value for any given attribute. The frame mapping 

looks at the elements of marked SRL frames, and decides 

which element corresponds to which attribute of the 

person in question. 

3.3.1.1 Frame Marking 

The frame marking identifies a set of potential SRL 

frames containing possible values for a given attribute 

class. We mark SRL frames by selecting an event verb for 

each attribute class of interest, and tagging frames for that 

target class. The main idea in using event verbs as 

attribute class indicator is that event verbs typically 

convey the main idea of a sentence. Let   *       +, 
    be the list of attributes on question that their values 

can be extracted using verb-based AE rules. To mark SRL 

frames for a given attribute class     , we define a seed 

event verb v specific to   . We supplement the event verb 

v with its synonymous verbs using Farsi version of 

WordNet [39], FarsNet [40] and form synonym vector, 

  *       +, where      is the ith synonymous verb 

of v, and m indicates the number of synonymous verbs in 

S. Using synonymous verbs for SRL frame marking 

solves the problem of syntactic variation, and prevents 

inducing several patterns for extracting values for the 

same attribute class. The decision to using FarsNet comes 

from the fact that it has a flexible and well-defined 

lexicon schema, which is publicly known and accepted. 

We notice that an SRL frame argument may have 

multiple instances of a given attribute class, and could be 

considered as candidate value for multiple attributes. 

Given attribute class recognizers, a semantic frame F 

is considered as a potential candidate for attribute class 

    , if the predicate p in frame F matches up with one 

of the seed verbs defined for the attribute class   . For 

example, in the SRL frame given in Figure 3(d), the SRL 

frame marking have found that the verb predicate „ زاده

 zAde shodan/ born‟ is an indicator for the attribute /شدن

class of „محل تىلد/mahale tavallod/birth place‟. Frame 

marking is important, since the tagged SRL frames form 

the pool of candidates for attributes of interest in the 

following stages. 

3.3.1.2 Frame Mapping 

Our procedure for frame mapping takes as input the 

SRL frame F that has been processed by frame marking, 

and maps the elements of frame F to corresponding 

attributes. The final representation we attempt to create 
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from SRL frames is similar to the frames in FrameNet 

[41]. In other words, we map the universal and verb-

specific roles in SRL frames to template-specific roles. In 

English, there are resources to direct mapping the 

elements of SRL frame to FrameNet frame elements such 

as SemLink [42], but there are not still such resource in 

Farsi. To map the elements of SRL frame to attributes of 

interest, one can use different machine learning and data 

mining approaches proposed for slot/ template filling 

tasks [37], [38]. Since we have not sufficient training 

data, and the vocabulary of given attributes is a small 

closed-class set, here, we use a rule-based method to map 

the SRL frame elements to corresponding attributes. The 

overall strategy of our approach is similar to the rule-

based methods taken by Angeli et al. [43], and Soderland 

et al. [20] in English, but our way of defining trigger 

words and extracting attributes‟ filler values is different. 

For each target attribute class, we create manually a 

number of rules, based on error analysis over the SRL 

frames obtained from Wikipedia articles written in Farsi. 

Each rule is expressed as a number of regular expression 

patterns containing attribute-specific semantic and lexical 

constraints. These constraints ensure that the candidate 

SRL frame element to be a valid filler value for 

corresponding attribute. Each rule is run over given SRL 

frame and extracts a value for the attribute of interest 

when all constraints are met. A sample rule is shown in 

Figure 4, which determines the filler value for attribute 

class „محل تىلد/ mahale tavallod/ birth place‟. In Figure 4, p 

refers to verb predicate of SRL frame, and s and g 

respectively refers for semantic role label and argument 

value in SRL frame element. It should be noticed that 

each predicate p in an SRL frame F may correspond with 

several syntactic frames in verb valency lexicon, which 

depends on its sense given in the sentence. Because there 

is not appropriate verb lexicon representing information 

about verb senses in Farsi, in our implementation, we 

assume that syntactic alternations belong to only one 

sense. However, this assumption makes some errors in the 

AE phase. 

Extracting filler value for attributes using SRL frames 

has two important advantages: (i) since diverse expression 

forms of sentences with the same meaning are reduced 

into a single SRL frame, extracting attribute values from 

SRL frames is much simpler than those relying on 

syntactic information contained in sentences; (ii) because 

verb-based AE are easy to understand, one can extend and 

revise the initial AE rules with high quality rules. 
 

Terms in rule Value 

Trigger seed verb <p: ?birth place> 
Query entity in <s: Agent, g: ?person entity> 

Entity type <Person> 

Attribute value in <s:AM-LOC, g: ?location named-entity > 
Attribute value type <Location name> 

Fig. 4. A sample rule designed for the attribute class of „محل تولد/ mahale 

tavallod/birth place‟. This simple rule specifies the target attribute class 

and filler values for its arguments. 

 

3.3.2 Noun-based Attribute Extraction 

The filler values for attributes that their values 

contained in noun-based constructions cannot be 

extracted by verb-based AE rules. For example, in the 

sentence given in Figure 3, the verb-based AE cannot 

include that the phrase „رئیس جمهىر/raeis 

jomhour/President‟ is a filler value for the attribute of 

“occupation” for the person „حسه روحاوی/Hassan Rouhani‟. 

To extract the attribute values contained in noun-based 

constructions, we use a rule-based approach, which 

exploits the syntactic information produced by 

dependency parser, and the lexical information in the 

form of pre-compiled keywords and named entities. We 

collect the list of keywords from online information 

resources such as Wikipedia
1
, DBpedia

2
 and FreeBase

3
 

ontology, and tables found on the Web. For example, to 

find candidate values for the attribute of „شغل/occupation‟, 

we collect a list of occupations from DBpedia and 

Wikipedia, and form keyword set „occupation‟. The 

overall strategy of our AE approach is similar to the 

implicit relation extraction method developed by 

Soderland et al. [6]. However, the limitation to their 

approach are that (i) the attribute filler that is a multi-

word expression and covers more than one word in 

dependency graph cannot be extracted, and (ii) it cannot 

be directly applied in Farsi. We modify and extend their 

approach to extract both single-word and multi-word 

attributes‟ fillers from dependency graph. Borrowing the 

idea from the work of Bovi et al. [27], we couple 

syntactic dependencies and fully disambiguated entity 

mentions and word senses to solve the problem of multi-

word filler value extraction. Let   *       +,     be 

the list of attributes on question that their values can be 

extracted using noun-based AE rules. The procedure for 

noun-based AE is summarized in Figure 5.  
 

Input: query entity e, query attribute    , keyword list I specific 

to attribute    , and graph    . 

Output: values for attribute a, V 

if (    contains keyword     ) 
P=shortestPath(   , e, k); // shortest path between e and k 

in     
P‟=validatePath(P) // filter by constraints 

if (P‟ is valid) 

   ; 

    * +; 
end 

end 

Return V; 

Fig. 5. The AE algorithm for extracting noun-based attribute values 

The input to the algorithm is the query entity e, 

syntactic-semantic graph     generated for sentence s, 

and a set of pre-compiled keywords I specific to attributes 

 . The algorithms then iterates on the graph    , and 

looking for a co-occurrence of a keyword    , and the 

query entity e. An entity e and a keyword     in the 

                                                           
1 https://www.wikipedia.org/ 
2 http://wiki.dbpedia.org/ 
3 https://www.freebase.com 
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graph     is considered to be related, (i) if there is a 

dependency path between them in which every 

dependency edge on the path tagged with one of the 

following labels: app, moz, npostmod, npremod, 

apostmod, apremod, nez, npp, nadv, mos, ncl, acl, posdep, 

and predep; and (ii) if the keyword k and the focus entity 

co-refer, i.e., they refer to the same entity. This constraint 

filters the meaningless and erroneous extractions. Since 

dependency arcs in     is directed, there is no guarantee 

in finding a path between named entities and concepts. 

Thus, we use an undirected version of the graph    , and 

follow the the assumption of tokens‟ locality information 

[44] to find the path between entity pairs. Among all of 

the paths found between the entity e and the keyword k, 

we chose the path with the shortest length. The idea 

behind this constraint follows the shortest path hypothesis 

[22], which states that the most valuable information 

about a relation is contained on the shortest path between 

two relation‟s argument nodes in the graph. In the 

dependency graph     given in Figure 3(e), the resulting 

shortest path between entity „حسه روحاوی/Hassan Rouhani‟ 

and the keyword „رئیس جمهىر/raies jomhour/President‟ 

contains dependency tag ‘بدل/badal/app’. This path is a 

valid path and meets the constraint, thus the keyword 

 raeis jomhour/President‟ is a valid filler value/رئیس جمهىر„

for the attribute „شغل/occupation‟. 

4. Experiments and Results 

In this section, we first describe benchmark datasets 

and performance metrics, and then give the results 

obtained by our approach and its counterparts.  

4.1 Dataset 

A key challenge to evaluate our EP approach is the 

lack of Farsi dataset suited for EP problem. Thus, we 

created a small Farsi corpus for evaluating our approach. 

All evaluations were carried out based on manual 

assessment. We first chose 30 typical person names and 

then queried Wikipedia for these names. The reason to 

using Wikipedia articles as benchmark comes from the 

fact that Wikipedia articles are rich source of knowledge 

on the Web and they frequently accessed by millions of 

users. We create our dataset by selecting a sample of 100 

sentences from collected Wikipedia articles. Each 

sentence in the sample dataset contains at least a 

candidate filler value for one of the six attributes: „ تاریخ

„ ,‟date of birth/ تىلد محل تىلد  /birth place‟, „بستگان /relatives‟, 

„ ملیت  /nationality‟, „شغل /occupation‟, and „ مدرک  /degree‟. 

In order to create ground truth for evaluation, two human 

annotators independently examined the sampled sentences 

to identify the relevant attributes, with an inter-annotator 

agreement. This type of evaluation follows previous work 

in the field of information extraction [25], [27], [45]. The 

annotators reached an agreement score of       

measured by Cohen‟s kappa coefficient, which considered 

to be within the substantial agreement boundaries [46]. 

The number of resulting <attribute, value> pairs in ground 

truth is 160.  

However this dataset is small to evaluate the scalability 

of EP approach, but it have the desired characteristics that 

enables us to study the effectiveness of our EP approach in 

extracting entity-centric information. To the best of our 

knowledge, we are the first to investigate the EP in Farsi, 

thus our dataset to study EP is unique.  

4.2 Performance Measures 

In the experiments, we conducted evaluations using 

three criteria: (i) precision, (ii) recall, and (iii) F1 

measure. For more detail about these metrics refer to [47]. 

The quality of the results is evaluated by comparing the 

profile <attribute, value> pairs obtained by the system and 

those attribute values in ground truth annotated by 

annotators. Formally, precision (P), recall (R), and F1 

measure (F1) is defined as follows: 
 

  
|   |

| |
     (3) 

 

  
|   |

| |
     (4) 

 

     
   

   
     (5) 

 

where S is the set of <attribute, value> pairs generated 

by the system, and G is the set of attribute, value> pairs in 

the annotated gold standard set. 

4.3 Numerical Results and Discussion 

Table 1 shows the performances obtained by our AE 

approaches. In Table 1, we give the average performances 

of the pure verb-based AE (VAE) method, pure noun-

based AE (NAE) method, and the combination AE (   ) 

method. In Table 1, we observe that the performance of 

AE method is increasing when incorporating both VAE 

and NAE, while either the VAE or the NAE cannot 

achieve good performance. The     approach achieves 

the best scores. However, the performances are far from 

ideal. This shows that profile extraction in Farsi text 

resources is a big challenge, and justifies that more effort 

is needed in this field. 

Table 1. Performances of our AE approaches on the benchmark dataset 

Method P(%) R(%) F1(%) 

VAE 32.86 20.51 25.26 

NAE 43.64 21.14 28.48 

    (VAE + NAE) 43.69 32.38 37.19 
 

Table 2 shows the detailed performance for the six 

individual attributes obtained by our     system on 

benchmark dataset. As shown in Table 2, the attributes of 

 birth place‟ have/محل تىلد„ date of birth‟ and/تاریخ تىلد„

achieved good performance, because their instances often 

expressed by easily predictable patterns in formal-style 

format. On the other hand, for the attributes of 

 relatives‟, the approach/بستگان„ occupation‟, and/شغل„

cannot achieve good performance. The low score for 

these attributes is partially due to the fact that the set of 

values, which such attributes can take are often expressed 

with various forms in syntactic structure and vocabulary. 
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For the attributes „ملیت/nationality‟ and „مدرک/degree‟, the 

approach reports moderate result. Our approach achieved 

around 18-56% precision, 10-50% recall, and 13-53% F1 

score for the given profile attributes.  

Table 2. Detailed performance of the six individual attributes obtained 

by our approach (   ) on benchmark dataset  

Attribute class P (%) R (%) F1 (%) 

Birth place 56.25 50 52.94 

Date of birth 53.85 43.75 48.28 

Degree 40 33.33 36.36 

Nationality 53.33 34.78 42.11 

Occupation 40.54 22.39 28.85 

Relatives 18.1 10 12.9 

Overall 43.69 32.38 36.91 
 

We implemented five AE methods as our baseline 

methods. These baseline methods include: (i) SRL-based 

AE, (ii) IMPLIE system [6], (iii) UvA_2 system [48], (iv) 

PolyUHK [49], and (v) our recent work in [30]. SRL-

based AE is appropriate for the extraction of verb-based 

attributes. This baseline uses a set of hand-crafted 

mapping rules to map SRL frame elements to attributes in 

question. The overall strategy of SRL-based AE method 

is similar to those presented in [23] and [24]. IMPLIE is 

developed by the University of Washington team for 

TAC-KBP 2015 track. IMPLIE uses a set of syntactic 

rules to extract implicit noun-based relations from 

dependency graph. UvA_2 is developed by the university 

of Amsterdam team at WePS 2009 sharetask [50]. This 

method uses lists of pre-compiled keywords and Web-

specific patterns for the personal AE. The overall strategy 

of UvA_2 is similar to AE methods presented in [7], [20], 

[48], [49], [51]. PolyUHK is a rule-based AE approach, 

which achieved the best performance in the WePS 2009 

sharetask. For each attribute, PolyUHK first identifies a 

set of keywords and named entities. It then looks for a co-

occurrence of one of the keywords regarding the focus 

attribute and the target person in a sentence. If a co-

occurrence is found then the candidate keyword would be 

considered as a filler value for the focus attribute. Our 

previous work [30] is a simple pattern-matching method 

relying on pre-compiled keywords and hand-crafted rules. 

To fair comparison, we compare our     approach with 

UvA_2 [48], PolyUHK [49] and our previous work [30]; 

our noun-based AE (NAE) with IMPLIE [6]; and our 

verb-based AE (VAE) with SRL-based AE method. 

Table 3 summarizes the results obtained by baseline 

methods and our     on the benchmark dataset. 

Comparing to baseline methods, our method outperforms 

the baseline methods. Our method achieves higher overall 

F1 score, 10.12% better than UvA_2, 8.34% better than 

[30], and 3.11% better than PolyUHK. This indicates that 

incorporating both verb-based AE and noun-based AE, and 

considering semantic enrichment is effective in increasing 

performance of the attribute extraction approach. 

 

 

 

Table 3. Comparison of results obtained by baselines and our method on 

benchmark dataset  

Method P (%) R (%) F1 (%) 

UvA_2 [48] 37.64 21.14 27.07 

PolyUHK [49] 42.61 28.4 34.08 

Emami et al. [30] 38.15 23.2 28.85 

Our method 43.69 32.38 37.19 
 

Table 4 shows the results obtained by our VAE 

method and SRL-based AE. From Table 4, we notice that 

VAE is outperformed pure SRL-based AE method. VAE 

method achieves a F1 score of 25.26% providing an 

improvement of about 1.16 F1 score points. This clearly 

shows the effect of semantic enrichment in the extraction 

of verb-based relations.  

Table 4. Comparison of results obtained by our VAE method SRL-based 

AE on benchmark dataset  

Method P (%) R (%) F1 (%) 

SRL-based AE 31.05 19.7 24.1 

VAE 32.86 20.51 25.26 
 

Table 5 shows the results obtained by our NAE 

method and IMPLIE system. The results clearly show that 

NAE outperforms IMPLIE, and achieved higher scores. 

The main reason to the low score of IMPLIE is that it 

cannot correctly extract the multi-word attributes, while 

some noun-based attributes are multiple-word mentions.  

Table 5. Comparison of results obtained by our NAE and IMPLIE on 

benchmark dataset  

Method P (%) R (%) F1 (%) 

IMPLIE [6] 42.55 19.38 26.63 

NAE 43.64 21.14 28.48 
 

Our method still suffers from several challenges that 

need to be addressed. Our manual investigation over 

incorrect extractions indicates that the performance scores 

for profile attributes can be raised if the following 

conditions are hold. 

 Creating more precise AE rules: overall, our 

profiling approach reports low F1 score for some 

attributes on question. This fact indicates that EP in 

Farsi is still a big challenge. Obviously, the more 

precise the AE rules are, the higher the performance 

scores are. Therefore, if we spend more time in the 

development of more robust AE rules, the system 

performance will pick up. 

 Improving the performance of pre-processing 

components: our manual investigation reveals that 

almost half of the incorrect extractions were because 

of the inefficiency of pre-processing and semantic 

analysis stages, and not because of the inefficiency of 

our AE method. Errors in pre-processing and 

semantic analysis stages are propagated to AE step 

and cause wrong extractions. Thus the low 

performance of pre-requisite stages is a bottleneck for 

efficient EP. However, improving pre-processing and 

semantic analysis is orthogonal to our problem and 

therefore out of the scope of this paper. Nonetheless, 

to alleviate the errors in semantic analysis stage, we 

enrich the analyzed text with semantic information 

extracted from a distant ontology. The effect of 



 

Journal of Information Systems and Telecommunication, Vol. 4, No. 4, October-December 2016 
 

241 

semantic enrichment is shown in Table 6. In the table, 

    shows the scenario in which semantic 

enrichment is considered, and -EP shows the scenario 

when the semantic enrichment is completely 

disregarded. We observe that semantic enrichment 

improve the result of EP, and the best results are 

obtained by    . The errors in semantic analysis 

stage leads to degradation of     performance from 

36.91 to 30.57% in terms of F1 score. This proves the 

importance of semantic enrichment in EP. We 

manually correct the errors in the output of pre-

processing and semantic analysis, and give correct 

input to the AE stage. We observe that the results are 

improved, and the overall F1 score is raised to over 

62%. This shows that errors in extractions were not 

completely because of the inefficiency of AE method. 

 Enriching discourse profile: in this paper, we 

focused on the extraction of attributes on question 

only from the content provided in given dataset. 

One of the promising solutions to improve the result 

and alleviate the problem of data sparseness is to 

enrich local discourse profile with semantic 

information inferred from distant knowledge bases. 

This task is considered as our future work. 

Table 6. The results obtained by     and     in terms of F1score  

Attribute class         

Birth place 44.4 52.94 

Date of birth 45.16 48.28 

Degree 25 36.36 

Nationality 39.02 42.11 

Occupation 22.6 28.85 

Relatives 7.15 12.9 

Overall 30.57 36.91 

5. Conclusion 

Entity profiling (EP) in poor-resource languages like 

Farsi is suffering from several challenges regarding the 

tools of language processing and annotated data. As an 

element of EP research to address these challenges, in this 

paper, we have investigated a specific variant of the 

general EP problem, namely the person profile extraction 

from Farsi Web documents. Our approach identifies the 

persons in question from the text, and extracts their 

profile information. Our approach first parses each 

sentence of the text syntactically and semantically, and 

augments the local information with global semantic 

information derived from a distant knowledge base. It 

uses a semantic rule-based method to extract the attributes 

of persons, and form their discourse profile. We evaluated 

our EP approach with a small corpus collected from Farsi 

Wikipedia articles. Experimental results indicate that our 

approach is capable to extract the entity-centric 

information with a high performance. 

On the whole, our EP approach can be considered as a 

foundation for more robust approaches to EP. There remain 

several important points to improve our research. First, we 

plan to automate the induction of attribute extraction rules 

which might to improve the performance and decrease 

manual engineering effort. Second work is to design a 

generic EP system to cover more entities and accurately 

extract their profiles. As the final results of EP system 

depend on the performance of three subtasks including pre-

processing, semantic analysis, and attribute extraction, 

therefore, third interesting future work is to improve the pre-

requisites‟ performance, which eventually can improve the 

overall quality of EP system. Since the problem of EP is far 

from being solved, our fourth future work is to integrate 

different information extraction and machine learning 

methods to complement the shortcomings of AE approach, 

and further improve the overall performance. We chose not 

to tackle cross-document EP, and instead spent our energy 

on document-level EP. Our EP approach identifies the 

entity-centric information only within a document, which is 

not enough for Web data as some information occur across 

documents. Our fifth future work is to work on algorithms 

for cross-document EP, which aims to gather the information 

about an entity distributed on multiple documents. In present 

study, we only focused on EP in formal-style text, while 

most of the entity-centric information in Web data is 

expressed in informal-style text. Finally, we would like to 

investigate EP in informal-style text.  
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Abstract 
Android has been targeted by malware developers since it has emerged as widest used operating system for 

smartphones and mobile devices. Android security mainly relies on user decisions regarding to installing applications 

(apps) by approving their requested permissions. Therefore, a systematic user assistance mechanism for making appropriate 

decisions can significantly improve the security of Android based devices by preventing malicious apps installation. 

However, the criticality of permissions and the security risk values of apps are not well determined for users in order to 

make correct decisions. In this study, a new metric is introduced for effective risk computation of untrusted apps based on 

their required permissions. The metric leverages both frequency of permission usage in malwares and rarity of them in 

normal apps. Based on the proposed metric, an algorithm is developed and implemented for identifying critical permissions 

and effective risk computation. The proposed solution can be directly used by the mobile owners to make better decisions 

or by Android markets to filter out suspicious apps for further examination. Empirical evaluations on real malicious and 

normal app samples show that the proposed metric has high malware detection rate and is superior to recently proposed risk 

score measurements. Moreover, it has good performance on unseen apps in term of security risk computation. 

 

Keywords: Mobile Device Security; Risk Computation; Android Malwares; Critical Permissions; Security Metric. 
 

 

1. Introduction 

Android becomes the most popular operating system 

for smartphones and tablets which made its users the 

largest target group for security threats. This operating 

system security architecture reduces the attack surface by 

restricting applications using permissions and sandboxing. 

Therefore, in order to perform malicious activities, e.g., 

stealing user’s data, sending premium messages and 

making phone call, an attacker must deceive users to 

install a malicious app since other ways of intrusion are 

almost closed in Android. For installing an app, Android 

requires the user to grant privileges through the requested 

permissions. There are large number of applications 

(Apps) developed for this operating system which 

requires various permissions based on their functionalities. 

For an application, these permissions are displayed in the 

first screen of the installation program. The end user of an 

Android based mobile device must approve these 

permissions or discard to install the application. The 

privileges are remain unchanged until they are revoked 

from the app when the user issues the app removal 

process. Although, this security mechanism is very simple 

and straight forward for users, it causes many challenges. 

First, users usually does not spend much time for studying 

the permissions and think about their effects. Therefore, 

they tend to go forward and to complete the installation 

process. Moreover, an ordinary user does not have 

technical skills about the Android permissions and their 

impacts. Therefore, this security model is not effective 

regarding to security and privacy of end users in order to 

preserve their personal information from disclosure or to 

prevent monetary resource abuse by various type of 

potential malwares. Consequently, an Android malware 

e.g., spyware, Trojan, Adware, can deceive the users by 

introducing itself as a useful app and stole their personal 

or business data as well as using their mobile phone credit 

and monetary. There exists some research regarding to 

enhance the Android security model and its security risk 

communication mechanism. Using better and intuitive 

titles for permissions, categorization of permissions based 

on their effects, reducing the number of permissions by 

merging similar ones, utilizing user reviews about apps, 

using visual security indicators for risky apps, and etc. are 

some samples of these efforts [1-6]. Additionally, a 

number of statistical and mining models have so far been 

presented in order to measure the security risk of Android 

apps. The number of critical permissions and the number 

of critical permissions combinations requested by an app 

are simple examples of the statistical measures of security 

risk for apps [2]. Based on an effective security measure, 

it can be possible to compute the security risk of an app 

and fire a warning signal to the user if the computed risk 

exceeds a predetermined threshold. Moreover, the users 

can compare similar functionality apps in term of their 

risk scores. Furthermore, Android markets require an 
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effective risk computation metric to identify suspicious 

apps among vast number of newly submitted apps by 

developers for further examination. The reason is detailed 

analysis and deterministic malware detection for each app 

is a very time consuming process and systematic filtering 

of low risk apps is an important requirement. However, 

our evaluations show that current measures and models of 

Android risk computation do not have acceptable 

performance. That is, they don’t compute relative high 

risk values for known malwares and low risk quantities 

for benign apps to well recognize malicious apps from 

non-malicious ones. In this paper, a new security risk 

score measurement has been proposed which has better 

performance with respect to previously proposed ones. 

This risk score benefits from statistics of permission 

usages in known malicious and clean apps. However, it 

can be simply extended to other features of Android apps 

including static and dynamic ones. Moreover, we have 

attempted to give better definition of permission 

criticality to aim users for making the best decision for 

new apps installation. We have shown effectiveness of the 

proposed metric through extensive experiments on large 

number of real Android app samples including both 

malwares and goodwares. The paper is organized as 

follows. In the next section, some previous research 

works regarding to Android security and malware 

detection are reviewed. The problem statement is 

presented in Section 3. In Section 4, the new security risk 

score metric is introduced. In this section, our algorithm 

for risk computation by the proposed metric is also 

described. Extensive experimental evaluations of the 

proposed measure with respect to previously proposed 

ones are presented and illustrated in Section 5. These 

experiments have been performed using known malwares 

in the Android world and ordinary useful apps belong to 

Google App store. Finally, Section 6 concludes the paper.  

2. Related Works 

The user of a mobile phone participates in their device 

security by approving requested permissions of an app or 

decline the permissions which is equal to cancel the 

installation process. Research findings show that, most 

users discard checking permissions requested by an 

Android app. There are researchers trying to overcome 

this problem and thus enhance the Android security 

architecture [3-6]. However, Android security architecture 

requires a simple and straightforward for risk computation 

of new untrusted applications. Felt et al [3] proposed 

solutions like changing the categorizations of the Android 

permissions, emphasizing on the security risk instead of 

permissions, and a method of approving permissions. In 

[7] it is suggested that a high level critical information 

access regarding to the user privacy including personal 

data, location information, and contact list are displayed 

instead of the permission names in the first installation 

page. However, similar to permission list, this high level 

information might be bypassed by end users. In order to 

reduce the required space for displaying permissions and 

assisting the user for fast and effective decision making, 

in [1] visualizing summary risk and safety scores are 

suggested. These scores are quantities which can be 

computed based on various permissions requested by an 

app. It is shown that, for most users, displaying a 

summary of risk or safety scores by graphical indicators 

are more effective than textual information of the 

permissions in term of user notification. However, metric 

of risk or safety value computation for untrusted apps is 

not the main concern in [1]. Peng et al [8] introduce 

statistical measures and mining models to compute 

security risk scores and ranking apps based on the 

requested permissions. The approach can rank the 

applications in an Android app store like Google play 

based on their security risk values. Such a ranking aims 

the users to select more secure apps where there exist a 

number of apps with the same functionality and different 

security risk values. Moreover, similar definitions were 

introduced for the concept of security risk regarding to the 

list of permissions requested by apps. In [2], the work in 

reference [8] has been extended and a number of 

statistical and probabilistic generative risk scores for 

Android apps using permission usage patterns have been 

precisely described. All of the measures are defined based 

on the concept of critical permission which is defined as a 

permission which can access sensitive software and 

hardware mobile resources and its usage pattern in 

malicious apps. An Android malware usually abuses 

critical permissions and corresponding API functions 

within its code to perform a malicious activity. The 

proposed risk scores in [2] and [8] are generative and are 

mainly computed using benign apps permission usage 

information. However, for improving the performance, 

authors increase the impact of some critical permissions 

on the resulting risk score values. They manually selected 

nine critical permissions that can be misused by malwares 

but details of the approach for critical permission 

selection was not described. In fact, a systematic 

approach for recognizing critical permissions using 

information contained in previously known malicious and 

non-malicious apps is required. An automated system 

called RiskRanker was introduced in [9] to examine 

whether a particular app is risky in term of having 

dangerous behavior. While a mobile antivirus rely on 

known malware signatures in a reactive manner, 

RiskRanker system can proactively spot zero day Android 

malwares. Since deterministic detection of zero day 

malwares requires further analysis, the system can be 

used as a preprocessing step to sift through a large 

number of apps from an Android market by producing a 

prioritized list of suspicious apps based on their computed 

security risk. However, for risk computation of untrusted 

apps RiskRanker only relies on analysis of known 

malwares and does not take the information of known 

benign apps into account. Enck et al. [10] developed a 

system named Kirin which examines combinations of 

risky permissions to determine whether the permissions 

requested by an app satisfy a certain global safety policy. 
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In this system, permission combinations e.g., 

WRITE_SMS and SEND_SMS are manually specified. 

These combinations could be used in a malicious apps 

and therefore, are used to identify malwares. However, a 

systematic approach for identifying risky permissions or 

combination of them is required.    

A number of approaches have been proposed in the 

literature to classify Android apps into malwares and 

benign apps [11-13]. The aim is to construct a mining 

model like naïve bayes, based on labeled apps augmented 

by some information regarding to static and dynamic 

behavior of malwares and clean apps in order to classify 

future malwares. However, in this context classification 

models usually suffer from significant misclassification 

error on unseen data since there is not a crisp boundary 

between malicious and non-malicious apps. Therefore, 

measuring amount of risk for newly unseen apps is 

preferable for decision making compared to deterministic 

malware detection by classification models. There is other 

category of researches which use static code analysis of 

decompiled apps to analysis malicious activates and 

behaviors within malwares. In this approach, permission 

to function mapping is performed as a preprocessing step 

to recognize which function calls are used and what is 

their ordering. For example, accessing contact list or 

storage and then sending a SMS is a malicious behavior 

used in some malwares. In this way, the extracted 

knowledges and patterns are used to distinguish malicious 

apps from ordinary applications [14-17]. Malware 

detection and risk score computation based on static 

source code analysis can be regarded as complementary 

method for permission analysis. However, it faces some 

challenges like code obfuscation and code writing 

techniques exploited by malware writers which prevent to 

extract suitable features for risk computation. Dynamic 

behavior analysis of the running Android apps is another 

method to detect malwares [18-21]. In this approach, an 

app is running in a testing environment to identify when 

and how a part of code is executed and which resources 

are misused. Both static and dynamic analysis are time 

consuming processes. Ordinary users and Android 

markets require fast approach of risk computation. 

Permission based security analysis and malware 

detection are considered by a large number of researches. 

This is due to its simplicity, explainability, effectiveness, 

and faster analysis. Moreover, it can be augmented by 

static and dynamic analysis. A main drawback of this 

approach is unused permissions of apps since an app can 

request a permission without actually using it, i.e., over 

privileged Android apps. This offers opportunities to 

malware developers to gain access to otherwise 

inaccessible resources. However, this shortcoming can be 

overcome by static and dynamic analysis of source code 

and technique like the function to permission mapping in 

order to confirm permission usage and remove unused 

permissions. In [22], a certification technique, is proposed 

to identify over privileged application in the direction of 

better risk management assessment. In this technique both 

runtime information and static analysis are combined to 

profile mobile applications and identify if they are over 

privileged or follow the least privilege principle. Coarse 

grain nature of permission is another problem since 

granting a permission for an app is equal to allow it to call 

a couple of API functions. Fortunately, almost all security 

measures, analysis, and classification based on 

permissions can also be extended to work using function 

calls in order to obtain more detailed evaluations. Other 

challenges and arising issues regarding to Android based 

security analysis including, incompetent permission 

administration, insufficient permission documentation, 

over claim of permissions, permission escalation attack, 

and TOCTOU (Time of Check to Time of Use) attack 

were reviewed in [23] and existing countermeasures were 

addressed. These findings are useful for better risk 

estimation using requested permissions. Barbara et al [24] 

proposed an approach to evaluate security models based 

on permissions by using the self-organizing maps (SOM). 

They apply the approach on thousands of apps in order to 

analysis permission distributions. They showed that, how 

requesting permissions by apps is related to applications 

categorization. Analyzing decompiled source code of an 

Android app was used in [25] in order to detect data leak 

within the app. In [26] a security tool named MAST has 

been developed to identify high probable malware apps 

using static code and permission usage analysis. PScout 

[27] is another Android security tool developed for source 

code analysis to extract permission to function mapping. 

Applying this tool on the Android source code reveals 

that its permission system has a little redundancy and this 

property remains stable within newer versions of the 

operating system. DREBIN is a system which works 

based on detailed set of static features of apps including 

function call, permission list and hardware usage to 

recognize malware by an SVM based classifier [28]. 

Androgaurd is a reverse engineering tool to disassemble 

and to decompile Android apps. It is designed to analyze 

malicious and non-malicious Android apps [29]. Some 

malicious apps repackage malicious codes into benign 

apps and spread the resulting malwares for easily 

deceiving end users. Although, this method can be 

prevented by verifying digital signature of the original 

apps, some end user might be deceived. In [30], a 

mechanism named SCSdroid (System Call Sequence 

Droid) is devised which adopts the thread-grained system 

call sequences used by apps to extract the truly malicious 

common subsequences from the system call sequences to 

identify repackaged malicious apps without requiring the 

original benign applications. Static dataflow analysis of 

malwares and goodwares have been utilized in [31] to 

construct a k-nearest neighbor based classifier. In this 

classifier, dataflow related API-level features of malicious 

and non-malicious apps have been used as training 

samples for future malwares detection. Feizollah et. al in 

[32] review various types of features including static 

features, dynamic features, hybrid features and 

applications metadata which are used in the literature for 
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Android malware detection. Deterministic recognition of 

Android malwares encounters some challenges since the 

boundary between malwares and goodwares is not crisp. 

Therefore, it is preferred to compute security risk scores of 

apps instead of binary warning signal regarding to being 

malwares or goodwares. However, it requires to have 

effective risk score measurements for precise estimation of 

the risk value. In this study, we have proposed a new risk 

score measurement based on a decision making 

architecture to aim user and systems for making better 

decisions related to potential Android malwares. 

3. Problem Statement 

As mentioned previously, users require a convenient 

method to detect malicious application and make a correct 

decisions. However, at any time, all malwares and their 

signature are not fixed and known, i.e., zero day malwares. 

Therefore, in order to fire a warning signal about using a 

suspicious application a risk score measurement is 

desirable. This measure can be exploited in a security tool 

or embedded in Android to warn a user about malicious 

apps. It can utilize different aspect of an app to compute 

its security risk value. These aspect include, permissions, 

function calls, static or dynamic behavior and etc. 

Android permissions show what might be called or used 

in an app. In order to perform malicious activities, a 

malware requires using critical permissions. Critical 

permissions are those that can give an app access to 

sensitive resources and information. Here, permission list 

of apps are utilized in order to compute their security risk. 

We assume that there is a set P containing |P| permissions 

in a mobile operating system: P = {p1, p2, p3,…,pn}. A 

mobile application A can request a subset of P to perform 

its activities. We use a binary variable named xAp to 

represent the status of permission xp in application A. In 

the other words, xAp can be set when the permission xp is 

requested by an application A. Otherwise it is unset. The 

problem is to measure the security risk of an input 

application A using its requested permissions. This 

measurement requires a formulation and a model which 

can well exploit historical statistics about previously 

known malwares and useful apps. For example consider 

the Table (1) which contains information regarding to 

permissions requested by a number of known apps 

including both malwares (+) and goodwares(-). 

Table 1. Information about some malwares(+) and useful apps(-) 

ID Permissions Malware 

1 INTERNET, READ_PROFILE - 

2 BATTERY_STATS, BLUETOOTH - 

3 BROADCAST_SMS,WRITE_SMS + 

4 
INTERNET,INSTALL_PACKAGE, 

READ_SMS 
+ 

5 
READ_SMS, 

WRITE_EXTERNAL_STORAGE 
- 

6 BATERY_STATS, INTERNET - 

7 INSTALL_PACKAGE, READ_PROFILE - 

8 INTERNET, READ_SMS, BLUETOOTH - 

 

In this table, the second column shows the list of 

permissions really used in each app. For each app, the 

status or label of being malicious or useful are depicted in 

third column. A risk score of an unlabeled app is a value 

which can be computed based on the list of its permissions. 

The criticality of each permission is not pre-determined 

and changes over time. Since the permissions have 

different criticalities based on their historical usage or 

misusage, their contribution in computing risk score might 

be different from each other. A permission’s criticality 

value can be related to its nature and amount of its usage 

in the previously known malware and goodwares.  

An effective security risk score must compute higher 

values for malware samples than benign apps instances. 

The more relative risk score value for an untrusted app, 

the more potentiality of being malware is. In this study, 

the aim is to propose an effective, simple, and explainable 

security risk measurement. This measure of security can 

be used for user warning signal when they are going to 

install or use a suspicious application. Moreover, it can be 

used for apps prioritization based on their security risk or 

safety. Therefore, our aim is not to classify Android apps 

into malwares and goodwares but we are going to propose 

a security risk metric which is meaningful for both 

malicious and useful apps and can well distinguish 

malwares from goodwares by assigning higher risk values 

to malicious apps. Therefore, effectiveness of a risk 

measurement means having high detection rate for 

malwares within a set of unlabeled apps. Figure (1) 

illustrates the overall process of our decision making 

architecture based on the risk computation.  
 

 

Fig. 1. Overall decision making architecture.  

This process computes the risk of untrusted apps using 

analyzed previously known malicious and clean app 

samples. As shown in this figure, labeled malwares and 

benign apps are used to construct the model which 

consists of three main stage including data pre-processing, 

risk parameter estimation, and risk computation. The 

constructed model uses an effective measurement to 

compute risk of future input apps. In fact, the risk of an 

untrusted app or set of apps can be computed by the 

model. The computed risks can be seen as a guiding light 
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for selecting low risk apps for usage or selecting high risk 

apps, i.e., potential malwares for further analysis which 

leads to identify Android malicious apps. 

4. The Proposed Method 

Our evaluation shows that previously proposed 

criterions for risk measurements of Android apps do not 

have good performance because they operate based on 

imprecise definition of the criticality for permissions. We 

require a simple risk score which precisely benefits from 

the underlying statistics of known malwares and benign 

apps and exploit their discrimination power of 

permissions for identifying new malwares. In order to 

analysis statistical properties of permissions in apps and 

defining an effective risk score measure, we have used 

thousands of normal and malicious Android apps. For 

each app sample, requested permissions can be extracted 

using the Android Manifest.xml file exist inside the apk 

package file. Before, gathering statistics, a preprocessing 

can be performed to remove duplicate apps, i.e., several 

different versions of the same app and removing useless 

permissions by permissions to function mapping within 

each app. We have numbered permissions based on their 

alphabetical order from 1 to |P| where P is the set of 

permissions in Android operating system. In order to 

obtain a better risk score metric based on permissions, 

808 malwares and 71331 benign apps are analyzed. In 

this study, we have proposed a risk score measurement 

for effective risk computations of Android apps. As 

mentioned in [2], a good risk measurement has two main 

properties, high detection rate and high explainability.  

In the devised measurement, we have designate a new 

formulation to assign higher risk values to permissions 

which have higher usage in malwares and very lower 

usage in benign apps. The idea is quite simple but 

produces interesting results. That is, the security risk of a 

permission is directly related to its usage in malware and 

inversely proportional to its usage in non-malicious apps. 

Given estimated risk values of permissions, one can 

compute risk of an Android app based on its permission 

list. We name our risk metric as RF(Rarity and Frequency 

based risk metric). Since the proposed measurement 

computes the risk values of permissions according to 

simple statistics of known malwares and useful Android 

apps, it has good explainability. Users can be effectively 

informed regarding to danger about approving risky 

permissions. They can made reasonable decision based on 

total risk score of an app which can be simply computed 

using security risks of its requested permissions. 

Moreover, Android markets can use the devised metric to 

handle the large number of daily submitted apps for 

security analysis by filtering out top most risky apps and 

examining them using time consuming and deterministic 

malware detection methods.  

 

 

A. RF Metric 

As mentioned previously, we require a simple risk 

score which precisely benefits from the underlying 

statistics of known malwares and benign apps. We 

leverage permission statistics of both malwares and 

goodwares to devise an effective risk metric. Permissions 

which are used frequently in malicious apps and rarely 

required by normal apps must have more impact on risk 

score measurement. For each permission, frequency of 

usage in malwares or rarity of usage in goodwares are not 

solely symptoms of having high risk. The reason is, it 

might also have high usage in both malwares and 

goodwares. On the other hand, requesting a permission 

might be rarely occurred in both normal and malicious 

apps. Therefore, an effective risk metric must take both of 

rarity in normal apps and frequency in malwares into 

account. In the proposed metric, for each Android 

permission, its frequency in both benign apps and 

malwares are considered. Based on this idea we have 

designed RF metric for computing security risk of apps 

according to the following equation:  

s 





||

1

).).(.()(
P

p
M

C

C
N

ipi

pm

pb
xxRF


   (1) 

In the above equation, |P| and xip are total number of 

permissions and status of pth permission in app xi, 

respectively. Moreover, Cpm and M are usage count of pth 

permission in available malicious apps and total number 

of malwares, respectively. Finally, N and Cpb are total 

number of training benign app samples and the count of 

permission usage in the set of these samples, respectively. 

ε is a very smaller value used to prevent infinite or 

undefined numbers where the permission is not used by 

any analyzed normal apps. In this formulation, Cpb is 

computed as follow: 
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In the above equation, xip =1 if ith app xi, uses pth 

permission and xip=0 otherwise. Similarly Cpb is 

computed according to equation (3): 
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In formulation (1), the higher the score, the more risky 

the application is. In fact, for an app xi, formulation (1) is 

the summation of risks for used permissions in the app. 

Therefore, RF metric can be also defined for each 

permission xp as:  
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The symbols are defined similar to the previous 

equations. We named this risk score measurement, Rarity 

and Frequency based risk score measurement (RF) since 

for risk score computation, it takes the impact of both 

rarity of permissions in benign apps, i.e., the first 

component of the equation and frequency of them in 

malicious apps, i.e., the second component of the 
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formulation, into account. As can be inferred from 

formulation (4), a permission which is used more 

frequently in normal apps, its impact on risk computation 

of apps is reduced. On the other hand, a critical 

permission is frequently requested by malwares. For a 

permission, as the frequency in malwares and rarity in 

clean apps is large it is more critical and more risky. 

For 20 top most obtained risky permissions, Table (2) 

represents their rank based on RF metric, their weights in 

malwares and goodwares, and their RF risk values. The 

permissions are sorted in descending order of their RF 

weights. RF values are not normalized and are computed 

according to equation (4).  

Table 2. Information of top most critical permissions based on RF weights  

Rank Based 

on RF 
Permission Name 

Usage in 

malwares 

Usage in 

benign apps 

RF 

Metric 

1 WRITE_APN_SETTINGS 0.324 0.003 108 

2 INSTALL_PACKAGES 0.218 0.003 72.667 

3 DELETE_PACKAGES 0.062 0.001 62 

4 WRITE_SMS 0.562 0.016 35.125 

5 READ_SMS 0.679 0.023 29.522 

6 DISABLE_KEYGUARD 0.29 0.014 20.714 

7 READ_LOGS 0.269 0.013 20.692 

8 RESTART_PACKAGES 0.348 0.022 15.818 

9 WRITE_CONTACTS 0.417 0.031 13.452 

10 
MOUNT_UNMOUNT_ 

FILESYSTEMS 
0.104 0.008 13 

11 RECEIVE_SMS 0.46 0.036 12.778 

12 CHANGE_WIFI_STATE 0.262 0.021 12.476 

13 SEND_SMS 0.489 0.043 11.372 

14 
RECEIVE_BOOT_COMP

LETED 
0.566 0.059 9.5932 

15 ACCESS_WIFI_STATE 0.671 0.076 8.8289 

16 
ACCESS_LOCATION_ 

EXTRA_COMMANDS 
0.126 0.016 7.875 

17 CALL_PHONE 0.415 0.069 6.0145 

18 READ_CONTACTS 0.392 0.085 4.6118 

19 READ_PHONE_STATE 0.931 0.222 4.1937 

20 
ACCESS_NETWORK_ 

STATE 
0.808 0.2941 2.7474 

 

As would be seen in the experimental section, the 

relative values of estimated risks are considered to 

compute and to compare the risks of apps. As shown in 

Table (2), a permission with a relative high usage weight 

in malwares, might have a lower RF weight and thus low 

rank with respect to the other permissions. For example in 

this list READ_PHONE_STATE, has most usage in 

malwares but it has nineteenth rank regarding to RF risk 

value. On the other hand, for a permission, the rarity of 

usage in benign apps solely does not determine amount of 

risk value since it might be also rarely requested by 

malwares. For instance, in Table (2), 

DELETE_PACKAGES is rarer than 

WRITE_APN_SETTINGS and INSTALL_PACKAGES 

but it is less risky than these permissions. Based on the 

proposed risk score measurement we have re-defined the 

criticality concept of permissions in Android platform. 

Criticality of a permission: It is a relative and 

variable property which directly proportional to its usage 

in the current malware samples, and inversely 

proportional to its normal usage in benign apps. 

There are some important points regarding the above 

definition. First, the criticality is a relative property. That 

is, we cannot categorize permission into two separate sets, 

i.e., critical and not critical.  In the other words, the 

permission can be compared together based on their 

criticality or risk value. This value can be estimated using 

a metric like RF in equation (4). The second point is 

regarding to the variable nature of the criticality. That is, 

based on permission usage pattern for current malwares 

and useful apps development, the criticality of 

permissions and number of critical permissions might be 

changed over time. It is obvious that the amount of risk 

for a permission is not fixed and must be periodically 

recomputed or updated due to developing new malwares 

and thus new permissions usage patterns. Finally, the last 

point is about approach for accessing critical resources 

and sensitive data through permissions by malicious apps. 

Malware developers are not interested in using some 

permissions to perform malicious activities due to some 

reasons despite critical resources and private data access 

through the permissions. For example, based on our 

analyses which is partly shown in Table (2), permissions 

related to using Bluetooth capabilities, i.e., 

BLUETOOTH and BLUETOOTH_ADMIN are not used 

frequently in malicious apps and have RF values very 

close to zero. This might be due to restrictions of using 

such capabilities.  

B. The Algorithm 

In this section, the pseudo code of algorithms for 

computing risk of permissions and apps based on the 

proposed RF metric are described. In these algorithms, it 

is supposed that preprocessing is performed on all app 

samples including malwares, benign apps, and untrusted 

input apps. The preprocessing consist of permission 

extraction, removing unused permissions, and removing 

duplicate apps, i.e., various versions of distinct apps, and 

etc. Figure (2) depict pseudo code of the algorithm for 

computing RF metric for the permissions based on 

training normal and malicious app samples. Algorithm for 

prioritizing a set of apps based on their security risk value 

is shown in Figure (3). This algorithm gets three 

parameters named SP, SB, and SM which are the set of 

Android permissions, set of benign app samples, and set 

of malwares, respectively. In line 1, the number of normal 

and malicious apps are obtained. In lines 2 through 14 for 

all permissions, the RF metric is computed. For each 

permission, in lines 3 through 7 counts of the permission 

usage in normal apps is accumulated in Cpb variable. 

Similarly, using lines 8 through 12 similar counting and 

accumulation is performed for malwares using Cpm 

variable. According to equation (4), in line 13, for each 

permission xp, Cpb and Cpm are used to compute risk value 

of the permission based on the rarity value of the 

permission in normal apps and its frequency value in 

malicious apps, respectively. Finally, in line 15 a list 

containing computed risk values of all permissions is 

returned. These values are used for computing risk values 

of input apps which is described by the next algorithm. 
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Algorithm RFCompute(SP, SB, SM) 

Begin 

1. N = |SB|; M = |SM|; 

2. for each permission SPxp   do 

3.    for each sample SBs do 

4.         If px  is requested by s then  

5.                   Cpb = Cpb + 1; 

6.         end if; 

7.    end for;  

8. for each sample SMs do  

9.          If 
px  is requested by s then 

10.                   Cpm = Cpm + 1;       
11.          End if; 

12.   End for;  

13. )()()( M

C

C
N

p
pm

pb
xRF  

 

14. End for;          

15. return RF; 

End; 

Fig. 2. Risk computation for set of permissions 

The overall structure of RFCompute algorithm 

consists of an outer loop and two inner loops. The number 

of rounds for outer loop is equal to |P| which is the 

number of permissions in SP set. First and second inner 

loops have |SB| and |SM| numbers of iterations, 

respectively which are the sizes of benign set and 

malware set, respectively. Usually the number of 

analyzed benign apps are greater than the number of 

malicious apps as you can see in our analysis and 

experimentation. Therefore, the complexity of 

RFCompute algorithm is calculated as follow:  
 

O(RFCompute)=O(|P|×(|SB|+|SM|))=O(|P|×|SB|+|P|×|

SM|)= O(|P|×|SB|)    (5) 
 

Therefore, as the number of analyzed app is increased, 

a more time is required for risk computation of Android 

permission. However, the process of risk computation is 

performed once and risk value of each future app can be 

computed using obtained risk of permissions. 

Risk computation can be performed for an individual 

apps. However, risk values of Android apps are also 

meaningful where untrusted apps are compared together 

based on their risk or where high risk apps must be 

identified. For example, when a user wants to compare 

some same functionalities untrusted apps to select lowest 

one or when top most risky apps must be selected for 

further examination to identify zero day malwares in an 

Android market or in a user device. In this situations, a 

prioritized list of available untrusted apps is desirable. 

Figure (3) briefly describes risk computations based on 

RF metric for a list of preprocessed input apps in order to 

prioritize them according to their risks. In this algorithm, 

SP, SA, and RF, respectively, are set of permissions, set of 

untrusted input apps, and the list of computed RF risk 

values of the permissions as illustrated in the previous 

algorithm. In lines 1 through 3, risk of each input app is 

computed. In line 4 apps are sorted based their risk and 

finally the sorted list of apps as well as their risk values 

are returned in line 5. The sorting order can be either in 

descending or ascending order based on the application of 

risk computation.  
 

Algorithm RiskPrioritization(SP, SA, RF) 

Begin 

1. for each app SAxi   do 

2.       );)(()(  


SPx ipipi
ip

xRFxxRF  

3.      end for; 
4. SA= Sort(SA, RF);  

// Sort input apps based on their RF risks  in descending 

order 
5. return SA; 

End; 

Fig. 3. Apps prioritization based on RF metric  

C. An Exampl 

For better describing the overall process based on the 

proposed metric, after preprocessing of malicious and 

clean app samples, consider the following example. In 

this toy example which is designed similar to a real 

situation, our approach for computing risk of the 

permissions and any app A is explained.  

Example: Suppose that, there is a set of labeled apps 

including both malwares and useful apps according to Table 

(1). Here, it is not important how these apps were labeled.  

In order to compute security risk score of unknown 

apps, the risk values of all permissions must be computed. 

For all Android permissions, statistics regarding to their 

rarities in goodwares and their frequencies in malwares 

must be computed to obtain risk score of future apps. 

Suppose that based on the above example, we have an 

unlabeled Android app A which requires 

INSTALL_PACKAGES, INTERNET, READ_SMS, and 

BLUETOOTH permissions. For these permissions, the 

value of rarity and frequency are computed. For the first 

permission, it is requested by one benign and one 

malicious apps. These values for the second permission 

are 3 and 1, respectively. READ_SMS is requested by 2 

benign and one malicious apps, respectively. Finally, 

BLUETOOTH is requested only by two normal apps. 

Based on obtained values of rarity in benign apps and 

frequency in malwares, the security risk of this app 

according to equation (1) is estimated as: 
 

RF(A)=RF(INSTALL_PACKAGES)+RF(INTERNET)+RF(READ_S

MS)+RF(BLUETOOTH)= (6/1×1/2)+ (6/3×1/2)+ (6/2×1/2)+ 

(6/2×0/2)= 3+1+1.5+0 =5.5     (6) 
 

As can be inferred from the above computation, in this 

example, BLUETOOTH permissions don’t have any 

contributions in the resulting value since it was not used by 

any malware. The computed risk value can be used to 

prioritize several apps based on their risks. For an app, 

having a security risk essentially is not a reason for being 

malicious but it is a warning signal for the user or can be 

used as a pre-processing step for more detailed analysis. 

Risk scores of apps are also relative values and can aid users 

to select low risk apps. That is, having more than one app 

with the same functionality and various security risk scores, 

selecting lowest risk app is a more preferable decision. 
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5. Experimental Evaluation 

In order to evaluate the proposed risk score 

measurements, required codes are developed using Matlab 

2013. We have obtained publically available preprocessed 

malwares and goodwares datasets as well as source codes of 

some previous approaches belong to authors of reference [2] 

from the web
1
. For useful ordinary apps, Market 2011 and 

Market 2012 are used which we named them as Benign 2011 

and Benign 2012, respectively, since they contains non-

malicious apps of Google app store at year 2011 and 2012 

A.D. These dataset contain permission information of 71331 

and 136534 useful apps, respectively. Both malwares and 

benign apps datasets have 122 columns which are 

alphabetically ordered permissions of apps in recent versions 

of Android operating system. Table (3) summarizes 

characteristics of the used datasets for our evaluations. 

Table 3. Android apps datasets specifications for evaluation and comparisons 

Dataset 

Name 

Number 

of Apps 
‌Brief Description 

Benign2011 71331 
Useful apps of Google App store in 2011 

A.D 

Benign2012 136534 
Useful apps of Google App store in 2012 

A.D 

Malwares 808 A number of known Android malwares 
 

In order to compare the proposed measurement 

against previously proposed ones, our proposed RF and 

couple of previously proposed risk score measurements 

have been evaluated. Table (4) summarizes all of these 

metrics. Some of them are statistical and others are 

probabilistic mining models. The interested readers are 

referred to [2], [8], and [23] for more details. 

Table (4): Summarization of previous risk scores 

Risk Metric Meaning 

RCP Rare Critical Permission 

RPCP Rare Pairs of Critical Permissions 

RS Rarity based risk Score 

RSS Rarity based risk Score with Scaling 

BNB Basic Naive Bayes model 

PNB Naive Bayes with informative Priors 

MNB Mixture of Naive Bayes models 

HMNB Hierarchical Mixture of Naive Bayes models 

Kirin Certain combinations of dangerous permissions 
 

In the experimentation, the main concern is detection 

rate. That is, detecting malwares by assigning relative 

higher risk to them. Using Benign 2011 and Malware 

datasets, the detection rates are computed with respect to 

a range of warning rates from 0 to 1. 

A. ROC Curves 

Figure (4) shows resulting ROC curves of all metrics 

where horizontal and vertical axes are warning rate and 

detection rate, respectively. The only exception is Kirin 

method which contains fixed rules and does not require 

warning rate parameter. For this method, instead of ROC 

curve, its fixed detection rate value is depicted by a single 

point. In order to evaluate a risk metric, we have placed 

all malwares and ordinary apps in the same list and sort 

                                                           
1. https://github.com/hao-peng/AppRiskPred 

them in descending order of computed security risk 

values of the metric. The more malwares placed in the top 

of sorted list, the stronger security risk score is. For 

evaluation, we use 10-fold cross validation approach. For 

this purpose, Benign 2011 and malwares are placed in the 

same list and at each fold, both models are made using 90 

percent of the list. Using each model separately, the 

ordered remaining 10 percent of the list is obtained. For 

various percentage values, top most security risk score 

apps are selected from the ordered list. Subsequently, for 

each model’s ordered list, it is determined that what 

percent of malwares are contained in the selected apps. In 

this setting, the percentage of selection from each ordered 

list and determined percentage of malwares are named 

warning rate and detection rate, respectively. In the other 

words, number of false positives and true positives are 

directly proportional to warning and detection rates, 

respectively. Although, the ranges of computed risk 

scores of the compared measurements are different, based 

on this approach, they can be fairly compared together 

since there is not any absolute warning rate threshold. It is 

obvious that, as a risk measurement is stronger, a larger 

number of malwares are resided on the top of the ordered 

list and thus the measurement has more detection rate. 

Additionally, a stronger risk score measurement has high 

detection rate in smaller warning rate e.g., 1%, 5% since 

in this experimental setting smaller warning rate is equal 

to smaller fraction of top most risk score apps. In the 

other words, the end user expects that the top high risk 

score apps are malicious not normal. 
 

 

Fig. 4. Detection rate for various warning rates.  

As can be seen from Figure (4), the proposed metric is 

superior to the other approaches especially for smaller 

warning rates. As warning rate increases, the performance 

gaps are reduced and all metrics converge to full detection 

rate. However, smaller warning rate is more desirable for 

user where number of false positives are smaller. 

Moreover, area under the curve for RF metric is close to 

one which shows the effectiveness of the proposed risk 
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score measurement. Therefore, obtained results confirms 

the superiority of RF in term of assigning relative higher 

risk values to malicious apps than non-malicious ones. The 

reason is, RF considers both rarity of permissions in normal 

apps and frequency of misused ones in malicious apps.  

B. Area Under The Curves (AUC) 

For better illustration of this experiment, Area Under 

Curve (AUC) of ROC curves are computed for various 

risk scores metrics since some ROC curves are very close 

to each other especially in larger warning rate values. The 

AUC is computed up for small warning rate values of 

ROC curves. The results is plotted in Figure (5).a and 

Figure (5).b for 1 percent and 5 percent of warning rates, 

respectively. Similar results are obtained for other values. 

As shown in this figure, the proposed RF measure has 

better performance than other metrics. In fact, RF is 

significantly better than other metrics especially for small 

warning rates where users are interested in. The reason is 

the better distinguishing power of RF which can better 

differentiate malwares from goodwares. Moreover, the 

proposed RF metric utilizes permission usages statistics 

of both malwares and goodwares together while the other 

risk scores mainly focuses on malware or goodware 

permission usage patterns or manually take the impact of 

malware statistics into account. 
 

 

Fig. 5. Comparison of Area Under Curve (AUC) 
up to 1% and 5% warning rates. 

For example, RSS which has closest detection rate to 

our proposed RF metric, considers only the rarity of 

permissions in benign apps augmented by scaling factors 

to increase the impact of some manually selected critical 

permissions. This measurement takes the weights of rare 

permissions into account and exploit it to compute 

estimated value of risk. However, a permission may be 

rarely used in both malicious and non-malicious apps.  

 

C. Performance on Unseen Data 

In order to evaluate generalization of the proposed risk 

measurement, we must apply it on unseen apps. For this 

purpose, we repeat the above experiment using Benign 

2012 and malwares. That is, we obtain usage statistics of 

permission using Benign 2011 and test it on Benign 2012. 

In the other words, we use whole set of Benign 2011 for 

training and whole set of Benign 2012 for test. In training 

and testing phases, RF values of permissions are 

computed according to usage statistics of the permissions 

in Benign 2011. Subsequently, detection rates of various 

warning rates for Benign 2012 and Benign 2011 are 

computed and resulting ROC curves are obtained and 

shown in Figure (6). As can be seen from this figure, the 

metric has high performance for seen and unseen apps. 

However, for unseen apps, detection rate is slightly 

degrades. This is due to change in permission usage 

patterns in newly developed apps which leads to change 

in risk of permissions and apps. Therefore, in order to 

obtain better estimation of security risk, usage statistics of 

permissions must be periodically updated since the 

criticality values of permissions are not fixed. 
 

 

Fig 6. Performance of the proposed risk metric  
for seen and unseen apps 

In fact, permission usage pattern of Android apps is 

changed over time since new apps with various services 

and capabilities and thus new permission requirements are 

introduced in the world. On the other hand, malware 

developers use new techniques to entice users for 

malicious apps installation which also leads to change in 

permission usage pattern.  

6. Discussion and Conclusion 

In this study, a new risk score metric namely RF is 

devised which has better detection rate with respect to 

other measurements due to precise identification of the 

critical permissions. Empirical evaluations on real 
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Android apps show that RF computes relative high risk 

values for known malwares rather than ordinary apps 

since it can well differentiate between permissions in term 

of their usage in malwares and clean apps. As a result, RF 

has high detection rate in comparison to previous risk 

score measurement. Moreover, the proposed measurement 

is highly explainable since it can be computed for an app 

by simply summation of the risk values of critical 

permissions requested by that app. Risk values of the 

permissions can be pre-computed using available known 

malwares and goodwares. An overview on top most 

critical permissions listed in Table (2) obtained by the 

proposed metric shows that these permissions are 

examples of those ones that an app can perform malicious 

activities by granting a subset of them. In this study, all 

analyzed malicious apps are categorized into the same 

category named malwares. However, by using larger and 

categorized malware datasets we can compute risk scores 

more precisely. In the other words, exploiting prior 

knowledge of malware types including Trojan, Adware, 

Spyware and etc. could enhances the obtained 

performance since various malware types have different 

impacts and thus various security risk values. For 

example, an Adware can be less dangerous than a 

spyware. Computing RF for pair of permissions can 

further improve the performance of devised approach and 

thus obtaining better estimation of security risk values. 

Although the proposed approach is based on permission 

analysis it can be extended to or completed using other 

features like Android function calls and dynamic running 

flow analysis which contain more detailed information.  
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Abstract 
This research is an ongoing work for achieving consistency between topology control and QoS guarantee in MANET. 

Desirable topology and Quality of Service (QoS) control are two important challenges in wireless communication networks 

such as MANETs.In a Mobile Ad hoc Network, MANET, nodes move in the network area; therefore, the network topology 

is randomly and unpredictably changed. If the network topology is not controlled properly, the energy consumption is 

increased and also network topology probably becomes disconnected. To prevent from this situation, it is necessary to use 

desirable dynamic topology control algorithms such as k-edge connectivity methods. This papertries to improvethe three 

following parameters according to the k-edge connectivity concepts: (1) network performance, (2) reduce energy 

consumption, and (3) maintain the network connectivity. To achieve these goals, as a new method, we enhance k-edge 

connectivity methods using an improved definition of node density. The new method is called as: Node Density Based k-

edge connected Topology Control (NDB
k
TC) algorithm. For the first time the node density definition is dynamically used. 

The new method, computes the node density based on a new equation which consists of the following factors: the relative 

velocity of nodes, distance between nodes, the number of nodes and the transmission range of nodes. The results show that 

our new method improves the network performance compared with the existing methods. Also we will show that the new 

method can holds QoS in a desirable tolerance range.  

 

Keywords: Localtopology Control; k-edge Connectivity; Node Density; MANET; Optimizedenergy Consumption; QoS. 
 

 

1. Introduction 

Topology Control and QoS are two opposite 

functional services in the MANET because increasing in 

QoS will increase the number of links whereas topology 

control will decrease the number of links. This paper tries 

to present a new method which can hold these two 

functional services in the MANETs 

1.1 Topology Control 

A number of existing topology control algorithms 

including Local Minimum Spanning Tree (LMST) [5], 

Relative Neighborhood Graph (RNG) [6] and the Local 

Shortest Path Tree (LSPT) [7], guarantee 1-edge 

connectivity; meaning that, with removal of just one link, 

the network may lose its connectivity. Therefore, these 

algorithms are not practical for MANETs, due to 

changeable topology of them. For MANETs, many 

reliable topology control algorithms are introduced, 

including Fault-tolerant Local Spanning Sub graph (FLSS) 

[8] and Local Tree based Reliable Topology (LTRT) [9]. 

The mentioned algorithms can guarantee k-edge 

connectivity which means that with removal of (k-1) 

arbitrary edges, the network doesn’t lose its connectivity 

[2]. Using same value of k for whole network in order to 

make redundancy is disadvantage of the algorithms. 

Because due to different moving speeds of the network 

nodes, an unnecessary redundancy maybe made in the 

network; in other words, a large value of k maybe not 

necessary in the parts of the network in which the average 

moving speed of nodes is low. The greater value of k for a 

node implies more directly connected neighbors, high 

energy consumption and high interference. Therefore, the 

value of k must be as small as possible. 

In order to overcome the above issue, H. Nishiyama et al. 

[10] proposed a dynamic method, namely DLTRT which 

tries to compute the optimal value of k. The authors use the 

moving speed of nodes and probabilities to dynamically 

compute the appropriate value of k for each section of the 

network. The method supposes that all nodes in a part of the 

network move with the maximum speed existing in that part. 

This paper believes that always it is not necessary 

toconsider the worst cases, and the real situation is the best 

case must be used efficiently. Our idea is to use the concept 

of node density and introduce a new equation to compute it. 

The new proposed equation improves the previous 

definitions of node density in the context of mobile 

networks. Also, it is the first time that a new topology 

control algorithm uses the node density dynamically. 

1.2 QoS Control 

Against the best effort, on the Internet and in other 

networks, QoS (Quality of Service) is the idea that 

transmission rates, error rates, bandwidth, delay and jitter 

can be measured, improved, and, to some extent, 

guaranteed in advance. It is important that a topology 
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control algorithm mustn't reduce QoS conditions. This 

research shows that the new algorithm, NDB
k
TC, does 

not reduce the QoS stability [25, 26].  

The remainder of this paper is organized as follows: at 

first the paper presents some of the well known existing 

topology control algorithms in MANETs and points their 

deficiencies, in section 2. Section 3 describe DLTRT 

algorithm, briefly. Section 4 explains our new node 

density based method. The experimental results and 

comparisons are depicted in section 5. Section 6 

concludes the paper and finally the future works will be 

presented in section 7. 

2. Related Works 

Many of topology control algorithms in wireless ad 

hoc networks are based on minimum spanning tree, MST, 

and RNG [6] approaches [10]. The main goal in MST is 

to find a tree in the given graph so that includes all nodes 

of the graph while the total weight of edges is minimal. Li 

et al. [5] introduced an MST based algorithm referred to 

as LMST, which is the local version of MST. In LMST, 

each node sends a “hello” message contains its ID and 

current location, using the maximum transmission range. 

Note that the nodes inform their own location using GPS 

technology. Each node constructs its local graph 

afterwards receiving the same information and computes 

the minimum spanning tree using Prim’s algorithm [11]. 

The vertices of this tree which aredirectly (one hop away) 

connected to the node, are remained as neighbors of the 

node. Li et al. [12] introduced an algorithm called  

k-localized minimum spanning tree (LMSTk) and claimed 

that the nodes degree is up to six; this can decreases the 

contention and interference in the MAC level.  

The main idea of RNG [6] is to delete the redundant 

edges. An edge (u, v) is redundant if there is a node w so 

that the weights of both (w, u) and (w, v) are less than (u, 

v). Cartigny et al. [13] proved that in a given graph G, the 

resulting topology of LMST is a sub graph of RNG. Li et 

al. [12] proposed a lower weighted structure called 

Incident MST and RNG Graph (IMRG) which utilizes 

both MST and RNG.  

As another corporation of MST and RNG, two 

algorithms are introduced, namely RNG based Broadcast 

Oriented Protocol (RBOP), and LMST based Broadcast 

Oriented Protocol (LBOP) [14]. In these algorithms, the 

broadcast is initiated at the source, and is propagated 

following the rules of neighbor elimination, on the 

topology derived from RNG and LMST approaches.  

Another spanning tree algorithm for topology control is 

the shortest path tree (SPT) [21]. R. Meng [22] presented an 

algorithm based on SPT, called LSPT. According to LSPT, 

an edge (u, v) is redundant if there is a two hop path such [u, 

w, v] between u and v such that weight {(u, w) + (w, v)} < 

weight {(u, v)}. Li and Halpern [7] extended the algorithm 

to k-hop path using Dijkstra algorithm [16].  

Although the above algorithms are simple and 

practical in wireless ad hoc networks, their resulting 

topology is 1-edge connected. That means the network 

may lose its connectivity with removal of just one link. 

Therefore, the next studies are focused on fault-tolerant 

strategies. A fault is the removal of some links in the 

network which can destroy the network connectivity. 

k-edge connectivity is utilized to add fault-tolerance to 

topology control algorithms. The purpose of k-edge 

connectivity is to guarantee the network connectivity 

while some links of the network may be destroyed. 

Bahramgiri et al. [17] introduced CBTC (α) algorithm to 

guarantee k-edge connectivity which is based on cone 

based topology control algorithm [18]. In this algorithm, 

the transmission power of node u so determined that there 

is at least one node in each cone of degree α in the 

coverage area of node u. They demonstrate that if α < 

2π/3k, the algorithm guarantees k-edge connectivity. Li 

and Hou [8] proposed FLSS algorithm that its resulting 

topology is k-edge connected. Its main idea is to add an 

edge with the smallest weight into the set of edges until k-

edge connectivity is guaranteed. The disadvantage of 

FLSS is its high complexity (see Table 1).  

LTRT [9] is local version of tree based reliable 

topology, TRT, [19].The complexity of LTRT is O(k(m + 

n log n)) and is better than FLSS, practically. LTRT uses 

the same value of k in whole network to guarantee k-edge 

connectivity that is a disadvantage. This results in 

unnecessary energy consumption in the parts of the 

network with low moving speed of nodes. 

In order to eliminate this weakness of LTRT, recently 

Nishiyama et al. [10] proposed DLTRT algorithmthat is a 

dynamic version of LTRT. In DLTRT, an appropriate value 

of k is determined for a certain section of the network. This 

computation is based on the nodes moving speeds and the 

probability that a node moves out of coverage area of 

another node. R. Azzeddine et al. [12] introduced a k-edge 

connected algorithm, called SFL.In SFL, each nodeuses two 

broadcaststo determine its transmission range instead of (k+1) 

times broadcasting. Due to the few number of broadcasting, 

the complexity of SFL is lower than LTRT (see Table 1). It 

can be seen that the number of nodes (m) and links (n) can 

affect on the time complexity of algorithms.   

Table 1. Time Complexity of Algorithms 

Complexity Algorithm 

O(m+n logn) LMST 

O(n logn) RNG 

O(m+n logn) LSPT 

O(m(m+n)) FLSS 

O(k(m+n logn)) LTRT 

O(2(m+n logn)) SFL 

3. DLTRT Algorithm 

H. Nishiyama et al. [10] proposed an algorithm 

namely dynamic LTRT, DLTRT. The basis of DLTRT is 

to consider the concept of k-edge connectivity and the 

fact of different moving speeds in the network. They 
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compute three probabilities: the probability that a node 

moves out of coverage area of another node, ρ, the 

probability that the network be disconnected, ρglobal, and 

the probability that a node loss all its direct links, ρlocal. A 

network is disconnected if and only if there is a node that 

loses all links to its neighbors. The following equation is 

used to compute the value of k: 
 

local

k        (1) 
 

The smallest value of k satisfying equation (1) is the 

appropriate k.  

In the beginning, each node periodically broadcasts a 

“hello” message, contains its ID and current location and 

speed, to the maximum transmission range. Subsequently, 

each node u receives the same messages from its neighbors 

and constructs its local graph. It is assumed that all 

neighbors of u move with the maximum speed of the 

neighborhood. The maximum distance r that a node v can 

move throughthe slut timeΔt, can be obtained using 

r=2Vmax.Δt (see Fig. 1). If R represents the transmission 

radius of node u, according to [5] the probability that node 

v moves out of coverage area of node u after Δt seconds, ρ, 

is computed using one of the following three equations: 
 

 

Fig. 1. Calculation of the probability that node v moves out of coverage 

area of node u [10]. 
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4. Proposed New Method Based on Node Density 

In the previous section, DLTRT algorithm was 

explained briefly. Although this algorithm resolves the 

weakness of previous algorithms, it has another weakness. 

Authors of [10] use the worst situation in their 

computations; this means that, they suppose that all nodes 

in a certain part of the network move with the maximum 

speed existing in that part. In such a case, the probability 

that the neighbors move out of the coverage area of node 

u, see Fig. 1, is increased. Therefore, node u has to 

increase its transmission range more and as a result, the 

energy consumption in node u is increased.This research 

believesthat the new algorithm can use more real situation 

of the environment and increase the network performance. 

To understand the worst and real cases of the 

environment around the nodes and their impact on the 

performance, consider Fig. 2. As it can be seen, Fig. 2(a) 

shows a node u, in time t, which three neighbor nodes v1, 

v2 and v3 are in its transmission range, Ru. Suppose that 

the moving speed of neighbors is as Vv1>Vv2>Vv3. Now 

the new location of the neighbor nodes after Δt seconds 

must be known and determined the transmission of node u 

such that it does not lose all links to the neighbors. If the 

worst situation is considered, i.e. it can be supposed that 

all neighbors move with the maximum speed, Vv1, and in 

opposite direction of node u, the new situation of nodes is 

similar to Fig. 2(b). As mentioned in the previous section, 

the distance r that the nodes can get away from node u is 

equal to r=2*V1*Δt. Therefore, with a high probability, 

all neighbor nodes would move out of transmission range 

of node u after Δt seconds. Therefore, node u must 

increase its transmission range to R’u, that here is equal to 

distance between u and v3, in order to maintain some of 

its connections with neighbors. 

Now consider the real situations, i.e. each neighbor has 

its own moving speed and direction. As the moving speed 

for every neighbor is lower than the previous case, the 

probability that they move out of the transmission range of 

nod u becomes less. So, the new locations of the neighbor 

nodes will be similar to Fig. 2(c). Similar to the previous 

case, node u increase its transmission range to R’u. The 

difference is that in this case, real situation, the amount of 

increasing is low. Therefore, the energy consumption and 

interference are less than the worst case has. 

In order to utilize the real situations and improve the 

network performance, the concept of node density is used 

in the network. Our new method use arguments of [10] to 

compute the value of k while the difference is the addition 

of computation and broadcasting of k to the proposed 

algorithm. In fact, using of node density is our main idea 

and innovation. The main idea behind utilizing the node 

density concept is that in the dense sections of the 

network, the topology is more stable. As a result, the 

nodes can decrease energy consumption by decreasing 

their transmission range. The new method introduces a 

new equation to compute node density which presented in 

the following subsection. Furthermore, SFL [20] is used 

as k-edge connected algorithm, because its complexity is 

lower than LTRT (see Table 1).  
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4.1 Node Density: Identification and Application 

Before description of proposed algorithm, we 

investigate the concept of node density and the method of 

its calculation. The studies which use the concept of node 

density, such as [21] and [22], identify node density as 
 

 
 

or the network density as 
    

 
. In these identifications, n 

depicts the number of neighbor nodes, N is the total 

number of nodes in the network, R is the average 

transmission range, and A stands for the network area. 

There are two major disadvantages in these identifications: 

 

 

Fig. 2. The worst and real situations of environment around node u 

 

The methods which use above identifications for 

computation of node density consider density as a 

constant value and use it globally. However, similar to 

moving speed, the node density is not equal in different 

sections of the network. 

In these identifications, the distance and relative velocity 

of nodes are not considered, while these two factors have a 

significant effect on stability of the local topology.  

In this paper, for the first time , the new method uses 

the concept of node density dynamically in local topology 

control problem. Also the above disadvantages will be 

addressed. First, the local density is dynamically computed 

for each node. This means that in each topology update, the 

node density is computed regarding the new situation and 

available information. In addition, we introduce an 

equation to compute node density which considers all items 

affecting the node density and stability of topology.  

Our proposed equation uses the following factors in 

computation of node density: the number of neighbors of 

the node, the distance of neighbors from the node, the 

relative velocity of the neighbors in the rest frame ofthe 

node, and the transmission range of the node. There is a 

direct relationshipbetween node density and the number 

of neighbors; in other words, as the number of neighbors 

becomes larger, the density value will become greater too.  

The node density has an opposite relationship with 

distance, the relative velocity of neighbors and the 

transmission range of the node; that means, if the node 

covers its neighbors by a smaller transmission radius, and 

the distance and relative velocity of the neighbors are 

smaller, the node density will be increased.  

Based on the above analysis, the new following 

equation is proposed to compute the node density: 
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where nu is the number of neighbors of node u, N is 

the total number of nodes in the network, xiu is the 

distance between nodes i and u, and viu is the relative 

velocity of nodeiin the rest frame of node u. Also, Ru is 

the transmission range of node u and Rmax is the maximum 

transmission range. As it can be seen in equation (5), the 

node density will be increased if the number of nodes is 

increased; the distance of neighbors from the node, 

relative velocity of the neighbors in the rest frame of the 

node, and transmission range of node are decreased. 

Therefore, the density of node u is maximized when all 

nodes are located in the transmission range of u, the nodes 

relative velocitiesin the rest frame of u are zero, they have 

the minimum distances from u, and transmission range of 

the u is small asfar as possible.  

Now suppose that there are two nodes A and B in the 

network, as shown in Fig. 3. As it can be seen , the number 

of neighbors is identical for A and B. Suppose that the 

transmission radius of A and B are equal and the average 

speed of the neighbors for node B is greater than for node 

A. If the node density be computed regarding  the number 

of neighbors, the density of A and B are equal, while this is 

not logically true; because it is clear that the local topology 

of node B is more unstable than node A, due to the greater 

distances and speeds of the neighbors of node B. 

Therefore, this is necessary that the new method 

changes and improves the identification of node density 

in the mobile networks. The procedure of the new 

proposed method and its algorithm are investigated in the 

following subsection. 
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4.2 The Algorithm and Steps of the New Method 

Procedure 1 shows the algorithm of our proposed 

method which is explained it as the following. 
 

 
Fig. 3. Two Nodes with same transmission range and number of 

neighbors and different density. 

Steps 1-6: At the beginning, each node broadcasts a “hello” 

message to the maximum transmission range. This message 

contains ID, current location, current speed and moving 

direction of the node. When a node u receives the same. 
 

Procedure 1: Density based topology control in each node 
 

1: loop 

2: Calculate the current moving speed and direction. 

3: Broadcast a “hello” message. 

4: Build the local graph similar to Fig.4. 

5: Calculate ρ based on the local graph by using one of 

Eqs. (2) - (4). 

6: Determine the optimal value of k by using Eq. (1) 

withcalculated value of ρ. 

7: Calculate node density using Eq. (5). 

8: Broadcast the density and k in a message. 

9: select the nearest neighbor in terms of density. 

10: if the value of k related to the selected neighbor is 

smaller than the calculated k, replace it as new k. 

11: Run a k-edge connected algorithm with the 

optimalvalue of k. 

12: Keep the determined transmission range during 

theperiod of topology update. 

13: end loop 

messages from its neighbors, it constructs the local 

graph as Fig. 4. The vertices of this graph are node u and 

the neighbor nodes which their messages received by 

node u. There is an edge between every two vertices of 

this graph while its weight equals to the Euclidian 

distance between its vertices. The distance can be 

calculated using the current location of the nodes. 
 

 
Fig. 4. Local graph of node u. 

In computation of the minimum spanning trees for a 

given graph, if the weights of some edges are equal, the 

resulting tree may not be unique. This can affect 

performance of the algorithm. To prevent this, the 

following weight function is used in order to compute the 

weights of the network links. Here, w is the weight 

function and d is the Euclidian distance function. It is 

supposed that the nodes know their own position using 

GPS technology. 
 

w (u1,v1) > w (u2,v2)  
 

              d (u1,v1)  > d (u2,v2) 

   or       ( d (u1,v1)  = d (u2,v2) 

&& max {id(u1),id(v1)} > max {id(u2),id(v2)}) 
 

    or       ( d (u1,v1)  = d (u2,v2) 

&& max {id(u1),id(v1)} = max {id(u2),id(v2)} 

&& min {id(u1),id(v1)} > min {id(u2),id(v2)} ) 
 

The probability ρ and the value of k are calculated 

using the method explained in section 3. 

Steps 7-10: Each node computes its density using Eq. 

(5) and broadcasts it along with the calculated k using 

maximum transmission range. When node u receives the 

same information from its neighbors, compares its own 

density with them and selects the nearest neighbor in 

terms of density. If the value of k related to the selected 

neighbor is smaller than the calculated k, node u replaces 

it as new k. Now, a k-edge connected algorithm is run 

using the new k in order to determine the new 

transmission radius. In the proposed procedure, every k-

edge connected algorithm can be used. Therefore SFL 

algorithm [20] is used because its complexity is low (see 

Table 1). After running the algorithm, each node uses the 

determined transmission radius until the next topology 

update procedure is started. The topology update is 

completed when the Procedure 1 is performed once.  

5. Compare: Simulation Calculations and 

Numerical Results 

In this section, the new method, NDB
k
TC, according 

to Procedure 1 introduced in the previous section will be 

simulated. Afterwards, the new method will be compared 

with DLTRT [10]. The following metrics are employed 

for the comparison: connectivity rate, average 

transmission range and the node degree.  

Simulation computations are done according to the 

parameters of Table 2, in Matlab R2012a on a Core i5-

4200M-2.5 GHz laptop with 4 GB of RAM and in 

windows 8 environment. According to [10] for the 

beginning, it is supposed that ρlocal=0.0022, as the 

excepted connectivity rate is considered equal to 80%. 

100 nodes are placed uniformly in an square area of 

1000*1000 (m
2
). The maximum transmission range is set 

to 250 m. Each node can move with speed of 0-25 m/s in 

random direction. The expected connectivity rate is 80%. 

The topology update interval is set to 10s for all nodes. 
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Random way point [23] is used as mobility model. 

Simulation results are presented in the following. 

Table 2. Simulation parameters and related values. 

Value Simulation Parameter 

1000*1000 m Simulation area 

250 m Maximum transmission range 

100 Number of nodes 

10 s Topology update interval 

0~25 m/s Average moving speed 

80% Expected connectivity rate 

5.1 Comparison of Connectivity Rate 

Two nodes are connected if there is at least one path 

between them. A network is connected if and only if 

every two nodes of it are connected [2]. According to this 

identification, the following equation is used to compute 

the connectivity rate [10]; assuming that N is the total 

number of nodes in the network. 
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Suppose that graph G (N, E) is as Fig. 5-left [10]. As it 

be seen,the graphGis connected; so according to Eq. (6) 

the connectivity rate of G in this case is 100%. If one of 

the links from G is deleted, as shown in Fig. 5-right, the 

connectivity rate of G will be 40%.  
 

 

Fig. 5. Change The connectivity rate with removal of one edge. 

Fig. 6 shows the connectivity rate in both our new 

method and DLTRT algorithm. It is clear that the 

connectivity of new method is lower than DLTRT 

algorithmin some cases. But, it still satisfies the expected 

connectivity rate, 80%. The reason of low connectivity 

rate of our new method is decreasing the value of k. With 

decreasing the value of k in the node, the number of times 

k-edge connected algorithm is run, step 11 in procedure 1, 

is decreased. So, the determined transmission range to the 

node is decreased. This results in decreasing the number 

of edges and reducing the connectivity rate. 

5.2 Comparison of Average Transmission Range 

As previously mentioned, decreasing the value of k 

reduces the determined transmission range. Fig. 7 shows 

the average transmission range in both DLTRT and 

NDB
k
TC. It can be seen that with increasing the average 

moving speed, the difference between DLTRT and 

NDB
k
TC is increased. This is because, in the lower 

moving speeds, the difference of value of k between the 

neighbors is low and as a result the value of k has not an 

impressive change. But, when the average moving speed 

is increased, the difference of value of k is increased; so, 

the change of k in node density based method will be 

greater. According to [24] the amount of energy 

consumption in the network can be obtained from the 

following equation: 
 

 

Fig. 6. Connectivity rate in new method compared with DLTRT. 
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Nu
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where Ru is the node u transmission radius and α is 

distance-power gradient or the path loss element. In an 

environment without obstacles, α is considered equal to 

two [24]. According to equation (7) when transmission 

radius is decreased, the amount of energy consumption is 

decreased at least with power of 2, and vice versa. 

Therefore, our new method decreases energy 

consumption by reducing the transmission range.  
 

 

Fig. 7. Average transmission range in new method compared with 
DLTRT. 

 

if u ≠ v and (u, v) is connected, 

otherwise. 
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5.3 Comparison of Node Degree 

Node degree is the number of direct neighbors of the 

node; in other words, the neighbors which are connected 

to the node with one direct link. The node degree can be 

studied as logical node degree and physical node degree 

[1]. The logical node degree equals to the number of 

nodes determined by the algorithm; in fact, the number of 

logical neighbors. The physical node degree is the number 

of neighbors in the transmission range of the node. 

Interferences are decreased with decreasing in the node 

degree. Fig. 8 shows the logical node degree in both 

DLTRT and NDB
k
TC.  

 

 

Fig. 8. Logical node degree in new method compared with DLTRT. 

As it can seen from Fig. 8, the logical node degree in 

our new method is lower than in DLTRT. This difference 

is increased when the average moving speed is increased. 

This is becausein this casedue to increasing the difference 

of moving speed related to the nodes which are located in 

a same section, the difference of computed k for the 

nodesis increased. Therefore, it is more probable to 

change (decrease) k values computed to the nodes, based 

on the analogy of their densities. As a result, the times to 

repeat the k-edge connected algorithm and the number of 

logical neighbors is decreased.   

The simulation results show that the new method 

decrease physical node degree up to 1.3 nodes compared 

with DLTRT. In fact, in NDB
k
TC due to decreasing the 

transmission range, physical node degree is decreased.  

5.4 QoS Analysis 

Figure 8 shows some mechanism for controlling QoS 

which we consider 3 parameters delay, bandwidth and 

lost rate in this paper.  
 

 

Fig. 9. Some mechanism for controlling and improving QoS in networks 
[25, 29].  

Also in Figure 9 we can see some new and modern 

mechanism for controlling QoS in networks such as 

Differential Services Networks [25, 27].  
 

 

Fig. 10. some new and modern mechanism for controlling QoS in 

networks such as Differential Services Networks [25, 28]. 

For analyzing the situation of QoS in NDB
k
TC and 

DLTRT, we consider the following heuristic formulation: 
 

     
         

              
 (  

         

             
)     

     

          
 

      (8) 
 

If      vanishes, this means that lost rate or delay has 

been increased and so QoS will be failed, whereas, if      

limits to 1, this means that QoS has a desirable situation. 

       shows that all available bandwidth has been used 

and delay and lost rate are equal to 0. Figure 10 shows values 

of      before and after applying NDB
k
TC to the network. 

This figure shows that however NDB
k
TC reduces the 

number of links and bandwidth, it maintains      in a 

desirable range and does not fall QoS conditions. Before 

applying NDB
k
TC, DLTRT transmits and delivers packets.  
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Fig. 11. NDBkTCdecreases the number of links but can holds QoS 

conditions (    ) in a desirable ranges. 

6. New QoS k-edge Connected Algorithm 

In this paper in the subsection 4.1 a new node density 

definition has been presented and used. Now this 

definition is improved using     in order to increase the 

QoS guarantee of the new method NDB
k
TC which has 

been presented in the section 4. We call this new node 

density formulation as QoS Node Density factor which is 

as the following: 
 

  
   

              (9) 
 

As we see formulation (9) shows that       can affect 

on the   . In fact if two nodes have the same   , 

  
   

selects that node that has the better QoS conditions. 

Based on the formulation (9) we compare results of 

NDB
k
TC in two states: using   

   
 and   . For achieving 

these results we re-run the simulation shown in Table 2. 

Figure 11 shows that   
   

 as compared to    increases 

stability and consistency of QoS in  

NDB
k
TC.   

   
 as compared to    increases the 

average of QoS parameter  as %5.17.  
 

 

7. Conclusion 

This paper  has investigated the effect of the nodes 

movement over the mobile ad hoc networks connectivity, 

network QoS, and analyzed the algorithms which 

guarantee k-edge connectivity. We outlined disadvantages 

of the algorithms and proposed a new node density based 

method in order to overcome the disadvantages. In this 

method, for the first time, the concept of node density was 

used in local topology control, dynamically. In order to 

improve existing identifications of node density which 

was used as a constant in the previous studies, a new 

equation was proposed to compute it. In this new formula, 

all factors affecting the node density and stability of 

topology have been used. In fact, our purpose is to 

efficiently utilize available information in the 

computations, instead of using the worst cases.  

The new method has been compared with DLTRT. The 

criteria used for comparison are as follow: connectivity 

rate of the network, average transmission range and the 

logical and physical node degree. The results show that 

our new method with maintaining the expected 

connectivity rate, improves the performance factors.  

Simulation results show that however NDB
k
TC 

reduces the number of links and bandwidth, it maintains 

     in a desirable range and does not falls QoS 

conditions. Before applying NDB
k
TC,DLTRT transmits 

and delivers packets.  

8. Future Works 

This paper used the concept of node density in order to 

improve the performance factors in MANETs. Although 

the new proposed method is better than the existing ones, 

but it can be improved by using other techniques. We will 

try to improve our new method in the future studies. Some 

of these techniques include the following: 

1. Combination of node density with clustering:The 

new proposed method uses the density of the 

neighbor nodes to determine the optimal value of k 

related to k-edge connectivity. Density based 

clustering is one of the clustering techniques. In 

density based clustering, a node can construct a 

new cluster or can be a member of another existing 

cluster. The condition required to construct a new 

cluster by a node is that the node has a certain 

number of neighbors in its coverage area. This 

procedure runs in each node and obtainedclusters 

are merged as far as possible.The local versions of 

density based clustering are introduced which we 

can use them to improve our new method. The new 

idea can be using the information of clusters in 

order to determine the optimal value of k.  

2. Neural networks: As shown in section 5, the new 

proposed method in this paper improves the factors 

of the network performance compared with the 

existing methods. Therefore its determined 
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transmission range for every node of the network 

is better than the previous methods. The neural 

network technique can be used as the following. 

In order to use neural networks a data setmust be 

provided for training the network. To construct this data 

set, the following steps must be done: In the beginning, 

we simulate a MANET according to this paper and run it 

using the proposed new algorithm. When a node 

computes its density, a feature vector is constructed for it. 

This vector consists of the following elements: the 

computed density for the node, current transmission range, 

the average distance of the neighbors from the node, and 

the number of the neighbor. Afterwards, the remaining of 

the algorithm is run and the transmission range is 

determined for the node. This determined transmission 

range must be saved in the target vector, as the related 

element of the node. This procedure is repeated for all 

nodes until termination of the simulation.  

Suppose that the number of the network nodes is N, 

the simulation time is T, and topology update interval is 

Δt. The number of the existing samples in data set in the 

end of each simulation will be equal to (T / Δt)*N. So, if 

we repeat the simulation for M times, the number of 

samples will be M*(T / Δt)*N samples. We can train the 

neural network using 80% of the data set samples as 

training set. The remaining of samples is used to test the 

correction of the trained network.  

Now new simulation must be done using the trained 

neural network. If the results have a performance as well 

as the proposed method in this paper, the algorithm can 

reduce the computation overhead impressively, in 

topology control. 

3. Inserting new factors in the node density equation: 

the new proposed equation in this paper for node 

density, uses four various factors: the moving 

speed of nodes, the distance between nodes, the 

number of nodes, and transmission range of nodes. 

We proposed this new equation to use in MANETs 

and for topology control problem. In the other 

types of networks such as Mobile IP and VANETs, 

or in the other problems, e.g. routing, it is maybe 

required to use other factors in the equation. 

Therefore, we can allocate a part of the future 

studies to use the concept of node density in other 

types of network and other problems. It is clear 

that a new equation must be presented to compute 

the node density.  
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Abstract 
The idea behind the research is to deal with real-time 3D imaging that may extensively be referred to the fields of 

medical science and engineering in general. It is to note that most effective non-contact measurement techniques can 

include the structured light patterns, provided in the surface of object for the purpose of acquiring its 3D depth. The 

traditional structured light pattern can now be known as the fringe pattern. In this study, the conventional approaches, 

realized in the fringe pattern analysis with applications to 3D imaging such as wavelet and Fourier transform are 

efficiently investigated. In addition to the frequency estimation algorithm in most of these approaches, additional 

unwrapping algorithm is needed to extract the phase, coherently. Considering problems regarding phase unwrapping of 

fringe algorithm surveyed in the literatures, a state-of-the-art approach is here organized to be proposed. In the 

aforementioned proposed approach, the key characteristics of the same conventional algorithms such as the frequency 

estimation and the Itoh algorithm are synchronously realized. At the end, the results carried out through the simulation 

programs have revealed that the proposed approach is able to extract image phase of simulated fringe patterns and 

correspondingly realistic patterns with high quality. Another advantage of this investigated approach is considered as its 

real-time application, while a significant part of operations might be executed in parallel. 

 

Keywords: High-Resolution Fringe Patterns; 3D Imaging; Itoh Algorithm; Wavelet Transformation. 
 

 

1. Introduction 

Due to the fact that optical measurement approaches 

have the merit of being the precise outcomes in the areas 

of medical science and engineering, it is coherent to 

realize it first with respect to other related ones via more 

reliable image processing tools. There are high-resolution 

optical noncontacts measuring approaches that can be 

effective techniques to calculate the exact depth of objects, 

as long as their surface is not taken into real consideration. 

In one such case, the most effective noncontact measuring 

techniques can include the structured light patterns that 

are provided for an object to derive its depth. In fact, the 

most common type of structured light pattern can now be 

recognized as the fringe pattern. It is to note that non-

contact measuring approaches may be exploited, in order 

to obtain the depth distribution of such an object. It is 

carried out via fringe pattern through a number of 

sequential steps. Now, the fringes acquired from 

interferometer or reticulated projector is provided for the 

surface of the object to be considered, while the image 

acquired from an axis except projection axis is to be used. 

Hereinafter, the projected fringe pattern transforms as its 

phase is modulated through the distribution of object 

depth. Therefore, image of transformed fringe pattern can 

be demodulated or analyzed via a potential fringe analysis 

approach to be able to extract the phase distribution of the 

pattern. In conclusion, the depth distribution of the object 

is to obtain though the extracted demodulated phase 

distribution, coherently. 

The fringe pattern analysis approaches including 

Fourier fringe analysis can generally be divided into two 

key steps that can be listed as the extraction of wrapped 

phase and phase unwrapping, as well. It should be noted 

that the first step of the phase of the fringe pattern to be 

extracted is to use the Fourier or wavelet transform. There 

are some necessary filters to be applied to the frequency 

domain, while phase that is generated in the 

aforementioned step is wrapped. These are to be 

eliminated by using the phase unwrapping approach, 

which is the second phase of the fringe pattern analysis 

approach. It can be shown that the processing time is to 

be considerable because of the existence of noise, in 

wrapped phase mapping. With this goal, optimizing the 

approaches is prominent so that noise is removed and, in 

turn, the processing time is decreased.  

It is reasonable to note that despite unwrapped phase 

that is directly extracted by these approaches, most of 

them suffer from drawbacks, which can now be addressed. 

Furthermore, the Fourier transform approach is efficient 

in surfaces that have the uniform phase variations. Due to 

the fact that the measured surface has severe and abrupt 

changes, the frequency of fringe pattern should be more 

than these variations. Therefore, considering the Fourier 
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transform approach from such a pattern and extracting the 

desired frequency to be named as the phase though the 

inverse of the Fourier transform approach can be 

problematic. Now, as long as the feature of imaging speed 

is important to consider, the approach is applicable, while 

it merely utilizes one fringe pattern and Fourier analysis 

[1]-[3]. It is obvious that the applications of the same 

approaches are measuring surface vibration through high 

speed imaging. By executing this one, the phase can be 

extracted in wrapped form and subsequently the phase 

unwrapping approach can be employed to interpret the 

validated phase information. 

It is highly likely that another fringe analysis approach 

in this area can be taken into consideration as the wavelet 

transformation, which is the efficient choice for the non-

uniform surfaces. In sequel, the aforementioned wavelet 

transformation may be carried out, whilst one the fringe 

pattern and the noise effect on the extracted phase that is 

less than Fourier approach can be resulted [4]-[5].  

The lengthy processing time is known as the 

disadvantage of this approach that is a consequence of 

wavelet transformation. Besides, derived outputs in edges 

of image have errors which might be problematic in some 

applications. Among approaches concerning the wavelet 

transform is to be utilized, the phase estimation and the 

frequency estimation ones might be addressed. The phase 

extracted by the phase estimation approach is wrapped and 

needs the phase unwrapping algorithm. The phase estimation 

approach is more precise than the Fourier transform one in 

the fringe pattern analysis, while it is consuming more 

execution time. Yet, both cases need the phase unwrapping 

algorithm as the extracted phase can be wrapped. 

Cusack et al and Karout et al have all proposed their 

potential algorithms [6]-[7]. It should be noted that the 

normal image may include thousands of phase 

discontinuities. Some of them are intrinsic, while some 

others are consequence of noise or phase extraction 

algorithm. Distinguishing intrinsic discontinuities and 

those resulted from noise is challenging which makes 

phase unwrapping more complicated. Moreover, 

accumulator nature of this procedure makes it even more 

difficult. In cases such as Frequency Estimation method 

there is no need for phase unwrapping as phase is directly 

extracted unwrapped [8]-[10]. 

Right now researchers in medical and engineering 

fields complain about inappropriate efficiency of current 

phase unwrapping techniques [11]. The researchers have 

even tried to collect a group of existing phase unwrapping 

algorithms to separately exploit their advantages for a set 

of applications [12]-[13]. So far, nobody knows why 

phase unwrapping algorithms (even powerful ones) 

demonstrate low performance in some cases [14]. The 

most evident and essential drawback of recent phase 

unwrapping algorithms is lack of generality. In other 

words, each phase unwrapping algorithm cannot be 

employed for unwrapping of all types of wrapped phases. 

In this study, firstly, a novel and powerful algorithm is 

proposed to analyze various types of fringe algorithms 

which is applicable to inclined surface objects. 

Afterwards, performance of proposed algorithm is 

compared to conventional algorithms. 

2. The Proposed Approach 

The behavior of proposed approach is determined 

using a method different from other fringe pattern 

analysis methods and does not need complicated 

calculations. In this algorithm a composition of 

characteristics of conventional methods is exploited. The 

following subsections elaborate on proposed method. 

2.1 The Main Idea 

As mentioned before, most fringe pattern analysis 

methods extract the phase in wrapped form and require a 

phase unwrapping algorithm; however, they may face 

various problems in unwrapping step which are 

mentioned in [14]. The proposed method to address this 

problem is supervising phase unwrapping operation 

through comparing main wrapped phase pattern with a 

proper pattern. The unwrapping procedure continues 

similar to other algorithms; whereas, in case of 

confronting any discontinuities, corresponding pixels are 

compared to similar ones in reference pattern. If the same 

discontinuity exists in reference pattern, it will be 

considered in unwrapping operation; otherwise it will be 

considered as fake discontinuity and would be ignored 

and the algorithm continues. Fake discontinuities are 

neglected as they might be noise and may threaten 

unwrapping operation of whole image. 

Using valid reference pattern means using another method 

in parallel which necessarily meet following requirements: 

 Small processing time. 

 Avoiding destruction of output image as a result of 

noise in input image (in some methods the output 

image might be completely destroyed by an 

unwanted noise). 

 Unimportance of output precision. 

In almost all current methods if the noise variance 

exceeds a certain value, the output image will be 

completely lost. Even in conditions where destructive 

effect of noise is reduced, the processing time increases. 

On the other hand the output of this method is merely 

used for comparison in case of suspicious pixels; so, there 

is no need for a perfect output with high precision. 

The traditional idea that is realized to deal with 

frequency estimation method or phase gradient method 

has a number of problems that are all solved through the 

proposed approach, which is entirely illustrated in Fig. 1, 

listed as: this approach is only potentially suitable for 

generating reference output [15]. Its output does not have 

sufficient precision in most cases and additionally, it does 

not need phase unwrapping algorithm after phase 

extraction. As a result the noise does not significantly 

affect the output, though it has improper output. Ignoring 

its large processing time, this method is a good candidate 
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for reference pattern. Thus, the estimation frequency 

might be reduced which considerably reduces processing 

time. Although this attempt destroys output image, 

experiments have demonstrated that the information of 

this image is sufficient for a reference pattern. It is still 

necessary to have tradeoff between number of frequencies 

and generated output. 

2.2 The Basic Flowchart of the Proposed Algorithm 

The basic flowchart of the proposed algorithm is given 

in the form of Fig. 1. In this procedure, fringe pattern 

projected on the object is simultaneously processed by 

two methods. In the first one, the image of projected 

fringe pattern is unwrapped using a conventional method 

with low computational load. In fact, this takes place 

based on the core of phase gradient method and Itoh 

algorithm. Furthermore, in the second method, the phase 

of the same image is derived via frequency estimation 

method and then it is wrapped manually and intentionally 

(it is done using atan function in MATLAB). The image 

obtained by this method is called reference pattern whose 

information is utilized in the first method. In this 

flowchart DIFF1 denotes the difference between two 

adjacent pixels in projected fringe pattern after filtering 

operation; while, DIFF2 is the difference between the 

same pixels in reference pattern. As mentioned, when first 

method is being executed and it faces discontinuity, the 

similar pixels in reference pattern are checked. The 

observed discontinuity is valid if there is a discontinuity 

in its corresponding pixels in reference pattern. 

3. The Simulation Results 

The proposed approach is now carried out through a 

simulation program, as long as the first condition is given 

by including the noise variance to be equaled to 0.5 in the 

fringe pattern. For this purpose, an image with the 

undergoing phase relation is provided and its fringe 

pattern is simulated via the Gaussian distribution. The 

simulated fringe pattern is now illustrated in Fig. 2, where 

after processing of this one via the noisy image by the 

proposed approach, an image that is similar to the input 

image and without any deficiencies is also provided. Now, 

in order to illustrate the applicability of the proposed 

approach, the same image of Fig. 2 with similar noise 

variance is processed under the some conventional 

algorithms including the phase estimation, the frequency 

estimation and finally the first and the second Itoh 

methods. The proposed approach is in fact carried out, 

where the phase  

Variation of the image is considerable. The main image, 

which has a relatively large slope and also the image 

provided by the proposed approach, is illustrated in Fig. 3. 

 

Fig. 1. The schematic diagram of the proposed algorithm 

 

Fig. 2. The fringe pattern of the main image without the noise. 
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(a) 

 

(b) 

Fig. 3. a) The main image, which has the relatively large slope, b) the 

image provided by the proposed algorithm. 

Figures 4 and 5 depict the results, as long as the 

frequency estimation algorithm is executed in two 

conditions in Fig. 4 including (a) with the small number 

of frequency samples and (b) with the large number of 

frequency samples. As it can be seen in Fig. 4(a), the 

output image is completely distorted and cannot be 

interpreted while in Fig. 4(b), it is somehow 

interpretable. Experiments have revealed that through 

the proposed method, both images would be acceptable 

and similar and desired results might be achieved; 

nevertheless, condition (a) is selected in the proposed 

approach owing to its small execution time. Figure 5 

illustrates the results of image given in Fig. 3 with the 

phase estimation approach including Fig. 5(a) indicates 

the output image and Fig. 5(b) indicates the difference 

between main image and output image. 

 

 

 

 

(a) 

 

(b) 

Fig. 4. The results of image illustrated in Fig. 3 with the frequency 
estimation approach a) with the small number of frequency samples, b) 

with the large number of frequency samples. 

 

(a) 
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(b) 

Fig. 5. The results of image illustrated in Fig. 3 with the phase 
estimation approach a) output image, b) difference between main image 

and output image. 

4. Conclusions 

An approach is proposed in this research to solve the 

problems concerning the unwrapping of phase extracted 

though the fringe pattern. The proposed approach is 

realized based on a number of traditional algorithms to be 

correspondingly taken into account including the 

frequency estimation approach and the corresponding Itoh 

approach. In fact, the key suggestions of the research are 

to present the new tools for processing of the fringe 

pattern; nonetheless, a number of other issues might be 

investigated in future research. The proposed one does not 

have an acceptable performance in case of images with 

higher than average noise. It might be improved by 

changing two utilized parallel methods. Furthermore, the 

performance of algorithm can increased by using other 

mother wavelets as the known Morlet mother wavelet is 

now exploited in the proposed approach. 
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Abstract 
Cloud computing makes it possible for users to use different applications through the internet without having to install 

them. Cloud computing is considered to be a novel technology which is aimed at handling and providing online services. 

For enhancing efficiency in cloud computing, appropriate task scheduling techniques are needed. Due to the limitations 

and heterogeneity of resources, the issue of scheduling is highly complicated. Hence, it is believed that an appropriate 

scheduling method can have a significant impact on reducing makespans and enhancing resource efficiency. Inasmuch as 

task scheduling in cloud computing is regarded as an NP complete problem; traditional heuristic algorithms used in task 

scheduling do not have the required efficiency in this context. With regard to the shortcomings of the traditional heuristic 

algorithms used in job scheduling, recently, the majority of researchers have focused on hybrid meta-heuristic methods for 

task scheduling. With regard to this cutting edge research domain, we used HEFT (Heterogeneous Earliest Finish Time) 

algorithm to propose a hybrid meta-heuristic method in this paper where genetic algorithm (GA) and particle swarm 

optimization (PSO) algorithms were combined with each other. The experimental results of simulation are shown that the 

proposed algorithm optimizes the average makespans of the HEFT_UpRank, HEFT_DownRank, HEFT_LevelRank and 

MPQMA for 100 independent task graphs scheduling with 10, 50 and 100 tasks. Total optimization of makespans by the 

proposed algorithm against the other algorithms were 6.44, 10.41, 6.33 and 4.8 percent respectively.  

 

Keywords: Cloud Computing; Task Scheduling; Genetic Algorithm; Particle Swarm Optimization Algorithm. 
 

 

1. Introduction 

In the recent years, with huge advancement in IT 

(information technology) based systems [1-3], cloud 

computing is considered as one of the most important 

trends [4]. Cloud computing is considered to be a novel 

scientific tool and asset for high-performance computing 

(HPC). It refers to a technology which uses internet and 

central distant service provision in order to maintain data 

and applications. Moreover, this technology can be used 

in high-performance computing to centralized storages, 

memory, processing and bandwidth. Cloud computing is 

used as a technology to supply the resources of 

information and communication technology (ICT) 

dynamically and scalably all over the internet. Also, cloud 

computing is a pattern which provides computational 

resources are delivered to users on demand over the 

Internet as a public service [5]. Furthermore, Task 

scheduling in software defined networks (SDNs) [6] 

based cloud computing is an important challenges for 

future work. Scheduling is regarded as a decision-making 

process which is regularly used in the majority of 

production and service-providing industries which is used 

to enhance efficiency optimization [7]. Indeed, scheduling 

refers to the allocation of limited resources to tasks 

throughout time [8]. It should be noted that unique 

features and characteristics of resource management and 

service scheduling distinguish cloud computing from 

other computing methods. Whereas centralized 

scheduling in a clustered system is aimed at enhancing the 

efficiency of the entire system, distributed scheduling in a 

grid computing system is intended to enhance efficiency 

for a certain final user. When compared with other 

systems, scheduling in cloud computing is much more 

complicated; hence, a centralized scheduling is required 

[9]. Each cloud provider is obliged to provide services for 

the users. It should be noted that the cloud provider 

provides services without mentioning the location of host 

infrastructures and data centers. On the other hand, 

commercial features make it necessary for cloud 

computing to consider the users‟ needs and preferences 

with respect to the quality of services all over the world. 

In cloud computing, there is a data center which 

includes interconnected equipment and machines where 

they have high-speed links and connections with each 

other. Such an environment is appropriate for processing 

a mass of diverse tasks and activities. Scheduling in 

distributed systems refers to the allocation of multiple 

tasks to multiple machines which intends to enhance 

optimization; hence, it is considered to be an NP-

complete. It can be argued that heuristic algorithms are 

usually used as less than ideal and desirable algorithms to 
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achieve relatively good solutions. Hence, in recent years, 

evolutionary algorithms are used to better optimize 

solutions.In this paper, a novel algorithm has been 

proposed where genetic and particle swarm optimization 

algorithms were combined and also the HEFT algorithm 

was used to schedule tasks in the context of cloud 

computing. Also, we simulated and evaluated proposed 

scheme and analyzed it statistically. The results of 

simulation and statistical analysis of proposed method 

indicate that the proposed algorithm is optimized the 

average makespans of the HEFT_UpRank, 

HEFT_DownRank, HEFT_LevelRank and MPQMA for 

100 independent task graphs scheduling with 10, 50 and 

100 tasks. Percent of the total optimization of makespans 

for the mentioned algorithms were 6.44, 10.41, 6.33 and 

4.8 respectively.  

The reminder of the paper is organized as follows: in 

Section 2, studies related to task scheduling are briefly 

reviewed. In Section 3, HEFT algorithm is described and 

discussed. In Section 4, genetic algorithm (GA) is 

described and reviewed. Section 5 is concerned with PSO 

algorithm. Section 6 describes the algorithm proposed in 

this paper. Section 7 describes experimental results of the 

proposed algorithm. Finally, Section 8 presents the 

conclusion and suggestions for further research.  

2. Related Works 

Most of studies on task scheduling issues has been 

studied in distributed high performance computing (HPC) 

environments such as clusters, Grid [10] and also cloud 

computing. Numerous research studies have been 

conducted on the issue of scheduling in cloud computing. 

Some of the related studies are reviewed in this section 

of the study. Researchers considered the virtualization 

features and commercial features in cloud computing to 

propose a task scheduling algorithm for the first time 

based on Berger model [11]. This algorithm maintains 

the dual fairness limitation in the process of task 

scheduling. The first categorization limitation selects the 

user‟s tasks based on service quality priorities by 

creating a public wait function. In selecting a user‟s 

tasks, task categories are taken into consideration to 

avoid the fairness of resources in the selection process. 

The second limitation is related to define resource 

justice function which is used to judge about the justice 

and fairness of resource allocation. The main motivation 

of researchers in [12] was to design and develop a cloud 

resource server for efficient handling of cloud resources 

and doing tasks for scientific programs with respect to 

the deadline determined by the user. The deadline was 

based on task scheduling. Task scheduling was 

combined and implemented with particle swarm 

optimization algorithm. This solution was intended to 

reduce task execution time and cost based on the defined 

fitness function. Researchers developed a new task 

scheduling algorithm for executing massive programs 

and applications in cloud [13]. This economical and 

low-cost task scheduling algorithm operates based on 

two heuristic methods. The first strategy dynamically 

maps the tasks to the best virtual machines in terms of 

cost according to the Pareto dominance. The second 

strategy which complements the first strategy reduces 

financial costs from unimportant tasks.  

Researchers in [14], proposed a novel memetic task 

scheduling algorithm on cloud environment using multiple 

priority queues which named MPQMA (multiple priority 

queues and a memetic algorithm). This algorithm employs 

a genetic algorithm with local search algorithm to solve 

scheduling problem in heterogeneous computing systems. 

The main goal of this algorithm is using advantage of MA 

to increase the convergence speed of the solutions. 

Experimental results of randomly generated graphs 

discovered that the MPQMA algorithm optimized the 

other four current algorithms in terms of makespan with 

fast convergence of solutions. In work [15], the 

researchers proposed a population based meta-heuristic 

algorithm based on particle swarm optimization (PSO) to 

schedule applications on cloud resources. This algorithm 

considers both computation cost and data transmission 

cost. Experiment results are gained with a workflow 

application by varying its computation and communication 

costs. The algorithm is compared with existing „Best 

Resource Selection‟ (BRS) algorithm in terms of the cost 

savings. The results illustrated that PSO betters BRS in 

times cost savings and distribution of workload onto 

resources. In research [16], the concept of project 

scheduling with the workflow scheduling problem are 

integrated to formulate a mathematical model that aims to 

minimize the makespan. In order to solve the workflow 

scheduling optimization problem two Artificial Bee 

Colony algorithms are applied. This algorithm is 

compared with the optimal solutions obtained by Gurobi 

optimizer to evaluate performance of ABC on the different 

workflows. The experimental results depict that ABC can 

be utilized as a practical method for complex workflow 

scheduling problems in the cloud computing environment. 

In [17], a task scheduling based on Ant Colony 

Optimization (ACO) for task scheduling problem is 

proposed to minimize the makespan of the tasks 

submitted on the cloud environment. In addition, the 

ACO is applied to improve the efficiency of Cloud 

computing system. Experimental results are achieved by 

Cloud simulator which called CloudSim. In this work, the 

various graph from 100 to 500 of tasks are used to 

evaluate the algorithm in different situations. 

Using genetic algorithm and multiple priority queues 

called MPQGA, the researchers proposed a task 

scheduling method in heterogeneous computational 

systems [18]. The rationale behind this method was to 

benefit from both heuristic and evolutionary algorithms 

and make up their shortcomings. The algorithm proposed 

in [18] utilized the genetic algorithm for allocating task 

priority and made use of the EFT heuristic method for 

mapping and dedicating tasks to the processor. In MPQGA 
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method, crossover and mutation operators, and the 

appropriate fitness function were designed for the scenario 

of directed acyclic graph. The results of experiments 

indicated that the MPQGA algorithm performed better 

than the two non-evolutionary methods and the random 

search method with respect to scheduling quality. 

3. HEFT Algorithm 

In general task scheduling algorithms divided into 

static or dynamic [19]. The static task scheduling 

algorithm HEFT was first introduced in [20]. In this 

method, the scheduling algorithm was used for a limited 

number of heterogeneous processors. It was used for 

parallelizing the processors so as to enhance efficiency and 

fasten scheduling. Before discussing the HEFT algorithm, 

it is necessary to introduce the terms EFT (earliest finish 

time) and EST (earliest start time). EST and EFT refer to 

the earliest starting time and the earliest finishing time of 

the execution of the task ni on the processor pj. The value 

of EST for then try task is equal to zero which has been 

defined in Equation (1). For other tasks in the graph, the 

values of EST and EFT are defined recursively according 

to Equations (2) and (3). For measuring the EFT of task ni, 

all the procedures of this task should be scheduled. In 

these equations, pred(ni) stands for the entire procedures 

of the task ni and      * +refers to the earliest time of the 

pj processor which is ready to execute the task. If nk is a 

recent task which is dedicated to the processor pj, then, 

     * +refers to the time at which the processor pj has 

finished the execution of task nk and it is ready to execute 

another task in case it has used a non-insertion-based 

scheduling method. Internal max in Equation (2) measures 

the time at which all the required data for ni has arrived at 

pj. After task nm has been scheduled on the processor pj, 

the earliest starting time and the earliest finishing time of 

task nm on the processor pj will be equal to AST (actual 

start time) and AFT (actual finishing time). It should be 

noted that, according to Equation (5), AFT will be equal to 

the smallest obtained EFT for that task. After the 

scheduling of all the graph tasks, the scheduling makespan 

will be equal to the AFT of the exit task. In case there are 

several output tasks or in case there are no pseudo-task, 

the makespan of the scheduling will be obtained through 

Equation (4). Moreover, cm,i refers to the communication 

costs from node m to node i. If the two tasks m and i are 

allocated to the same processor, cm,i will be equal to zero.  
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In the HEFT algorithm, the priorities are determined 

recursively based on task upward rank according to Equation 

(7). In this equation, succ(ni) refers to a set of the successors 

of task ni and      stands for the average cost of the 

communication edge (i,j) and    refers to the average 

computational cost of task ni which is measured through 

Equation (8). As its name denotes, since rank starts from the 

output node and is measured recursively, hence, it is referred 

to as upward rank. The upward rank of the output node is 

measured through Equation (6). Basically,      (  ) refers 

to the length of critical path from task ni to the output task 

which also includes the computational cost of task ni. 
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Similarly, downward rank is obtained recursively 

through Equation (9).     (  ) refers to the set of 

procedures of the task ni. As the name suggests, 

downward rank is obtained recursively through the 

downward graph movement of the task which starts from 

the input node of graph. The downward rank of the input 

node is equal to zero. In general,      (  ) is the longest 

distance from the input node to the task ni where the 

computational cost of the task is not considered.  
 

(9)      (  )     
       (  )

(     (  )         ) 

 

The HEFT algorithm has two phases. The first phase 

is concerned with prioritization of tasks so that the 

priorities of all tasks are measured. The second phase is 

concerned with the selection of the processor so that task 

are chosen based on their priorities and the scheduling of 

each selected task is allocated to the best processor which 

can minimize the finishing time of the task.  

Task prioritization phase: in this phase, the priority of 

each task can be measured through different methods some 

of which are mentioned below. The priority of each task is 

determined through upward rank and downward rank 

according to the procedure reported in [20] which have been 

defined in Equations (7) and (9). Also, priorities can be 

measured by combining the two methods which have been 

described in [18] in which Equation (10) is first used to 

level the graph; then, the values of levels and the values of 

upward rank and downward rank are used to produce a new 

prioritization queue. As a result, those tasks which are at the 

same level are arranged in a descending order. After one of 

the mentioned methods is selected and their values for each 

task are calculated, a list of tasks is produced based on 

descending order of tasks. In case the value of the selected 

method is equal for several tasks, the tasks are randomly 
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selected. It should be noted that upward rank is based on 

average computation and communication cost. It is obvious 

that the descending order of the upward rank values create a 

topological order of tasks which is regarded as a linear order 

in which precedence limitations are preserved.  
 

(10) 
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 {
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Processor selection phase: in the majority of task 

scheduling algorithms, the earliest time for the 

accessibility of the processor pj for executing a task is 

when pj has finished the previous task. Moreover, some 

algorithms have the insertion-based policy. As a case in 

point, HEFT is based on insertion-based policy which 

considers the probability of inserting a task in the idle time 

slot between two previous scheduled tasks. The length of 

the idle time slot of the processor is the distance between 

the starting execution time and the finishing time of two 

tasks which were consecutively executed on the same 

processor. At least, it should be able to execute the 

computational cost of the task. Furthermore, scheduling an 

idle time slot should consider the precedence limitations.  

4. Genetic Algorithm 

Genetic algorithm is deemed to be a search and 

optimization method which is based on the principles of 

genetics and natural selection [21]. Genetic algorithm is a 

type of evolutionary algorithms which has been inspired 

by the Darwin theory about evolution. This algorithm was 

developed by John Holland at the Michigan University 

during the 1960‟s and 1970‟s. Later, one of Holland‟s 

students named David Goldberg was able to propose a 

solution based on evolutionary algorithms to a challenging 

issue about the control of gas pipeline transmission [22,23]. 

The major contribution of Holland was published in a 

book entitled “Adaptation in Natural and Artificial 

Systems” [24]. Holland‟s theory was expanded and now it 

was developed into a powerful algorithm for solving the 

search and optimization problems. This algorithm has the 

following three operators: selection, crossover and 

mutation operators. The details about the implementation 

of these operators have been discussed later in this paper.  

5. PSO Algorithm 

Particle swarm optimization (PSO) algorithm is a 

population-based random optimization method which was 

proposed by Russell Eberhart and James Kennedy in 1999. 

The development of this algorithm was inspired from the 

swarm behavior of birds or fish [24,25]. This system begins 

with a population which has random solutions and it updates 

the generation to find an optimal solution. In contrast with 

genetic algorithm, none of the evolutionary operators such 

as crossover and mutation are available in the PSO 

algorithm. Solutions in PSO algorithm are referred to as 

particles which move in the problem search space and 

follow the current optimal particle [26]. In this algorithm, 

each particle follows the particle which has a better fitness 

function among all the particles. However, it does not forget 

its own experience. Hence, it follows the condition and state 

in which it has the best fitness function. Thus, in each 

iteration of the algorithm, each particle determines its next 

position based on two values: first, the best position that the 

particle has ever had indicated by pbest and also the best 

position that all the particles have ever had indicated by 

gbest. In other words, gbest refers to the best pbest in the 

entire population. Conceptually, pbest for each particle 

refers to the memory which a particle has experienced about 

its best position. gbest represents the public knowledge of 

the population and when particles change their positions 

based on gbest, they try to keep up with the knowledge of 

the population. Conceptually, the best particle connects all 

the particles of the population with each other [26,27]. In 

this method, the next position for each particle is determined 

according to the following equation:  
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In Equation (11),   ( ) refers to the speed or velocity 

of particle i in the time unit of t. Also, w which is 

indicated byα refers to the coefficient or inertia weight for 

controlling exploitation and exploring the search space. 

C1 and C2 are the learning parameters. In other words, 

they are constant accelerators which change the speed 

changes of the particle towards pbest and gbest. Indeed, 

the value of these two variables are equal to 2.The values 

of r1 and r2 are two random variables which vary between 

0 and 1. In Equation (12),   ( ) represents the position of 

particle i in the time unit of t.  

6. The Proposed Algorithm 

The input of the problem is a directed acyclic graph 

which is indicated by   (   ). Each node is a member 

of V set which is a vertex of the graph and indicates one 

task from all the set of tasks; the weight of these nodes 

determine the execution time of the tasks. This graph also 

includes a set of edges; in other words, it includes E 

which indicates the prerequisite relations among the tasks. 

In case there exists an edge such as (ti, tj), it means that 

task tj cannot start until task ti is finished. These edges are 

weighted and the weight of each edge indicates the 

communication cost of sending a message between two 

tasks. This cost exists when two related tasks are executed 

on different processors or machines and in case they are 

executed on the same processor or machine, the cost of 

communication between them will be zero.  
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Directed acyclic graph illustrated in Figure 1 includes 

the following tasks:   و   ،  ،   ،  ،  ،  ،   ،  ،   ،    

which are the input of the proposed algorithm. The node 

t0 is the entry task and t10 is the exit task. Table 1 indicates 

the costs of executing tasks on the m0, m1 and m2. Also,   

indicates the average costs of executing tasks on the 

machines. As noted, each task is executed with a different 

cost on each machine which indicates the heterogeneity of 

the computational context of tasks.  
 

 

Fig. 1. DAG with 11 tasks 

Table 1. Task execution costs on machines  

           Tasks 

8 8 9 7    

11 14 9 10    

6 6 7 5    

7 7 8 6    

8 6 8 10    

13 15 13 11    

15 18 15 12    

10 7 13 10    

9 10 9 8    

13 13 11 15    

9 10 9 8     
 

One of the most important challenges in scheduling tasks 

in the cloud computing context is the selection of the best 

solutions for allocating resources to the tasks so that the cost 

and task finishing time are reduced. Inasmuch as there are a 

lot of tasks and there are different solutions for different tasks, 

hence, the selection of a solution is not a unique choice. That 

is, there is a set of choices and each choice is not preferred to 

the other choice. In the proposed hybrid method in this paper, 

a set of answers is produced by the genetic algorithm; then, 

these answers are considered as the initial population for the 

PSO algorithm and based on these answers, the next 

population for the genetic algorithm is produced with the help 

of PSO algorithm. At the end of this stage, based on the PSO 

algorithm, the whole produced answers are updated and the 

stages are repeated again. In each repetition, first, the particles 

find answers with respect to the operators of mutation and 

crossover. Then, PSO algorithm is used to produce children 

without moving entry and exit nodes. Hence, an optimal 

population is produced. It should be noted that if the 

children‟s priority is violated after the production of children, 

they will be sorted from left to right so that the priorities are 

not violated. In the proposed algorithm, the solutions 

prevented premature convergence before achieving an 

absolute optimal solution. It should be noted that after the 

crossover and mutation operators are executed each time, the 

replacement process is carried out so that the produced 

children are compared with their parents. If the fitness 

function of the children are not better than their parents, then, 

they are eliminated. Otherwise, they will replace and 

eliminate their parents. Figure 2 illustrates the flowchart of 

the genetic and PSO algorithms proposed in this paper.   

In the PSO algorithm, each particle includes a solution 

which cover the context of the problem. In each iteration, 

the fitness or cost function is measured for all the particles. 

Then, the memory of each particle (pbest) is compared with 

the obtained value and in case the value of particle cost 

function is smaller than the value of its memory, particle 

memory will be equal with the current state of that particle; 

if these conditions occur, then, in this way, the memory 

value will be compared with the gbest value. As a result, 

the minimum solution is obtained for the problem. The 

implementation of the PSO algorithm is considered to be 

computationally simple; in case appropriate values are used 

for its parameters, it is highly probable to find an optimal 

answer. To avoid local optimality, the PSO algorithm 

functions in a way that when it is placed in an optimality, 

the particles mutate to other parts of the search space. Then, 

in other parts, they search for optimal answers. 

In the genetic algorithm, once the initial population is 

created, the appropriateness of the answers is measured 

by means of the fitness function value. For having an 

optimal answer in the proposed method, the proposed 

model should have a small value for the fitness function. 

 
Fig. 2. Flowchart of the proposed algorithm in this paper  
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6.1 The Production of Initial Population 

The initial population includes particles which are 

independent of each other where the sizes of 

chromosomes are fixed. In this paper, for having variety 

and appropriate initial values, three traditional heuristic 

methods were used to give initial values to the three 

particles. The three methods include upward rank, 

downward rank and a combination of these two methods 

based on their rank [18]. The initial values of the three 

particles were given according to the above-mentioned 

methods for the graph included in Figure 1. Indeed, 

multiple priority queues are produced which is shown in 

Table 2 for the directed acyclic graph. The remaining 

particles were randomly valued which is explained later 

in the paper. That is, the beginning and end of the 

chromosome which are the start and exit nodes are 

established in the chromosome. Those between these two 

nodes are randomly selected from left to right and are 

sorted provided that the priorities are not violated.  

Table 2. Task Priorities  

     (  )       (  ) level      (  )      (  ) Tasks 

102 0 0 102    

99 1 20 79    
102 1 22 80    

91 2 39 52    

96 2 46 50    

99 2 42 57    

102 2 41 61    

96 3 62 34    

87 3 62 25    

102 3 70 32    
102 4 93 9     

6.2 Measuring Makespan for each Particle 

For measuring makespan for each particle in this 

paper, tasks should be executed based on a processor or 

machine allocation method. This operation was conducted 

by means of the HEFT processor allocation method on 

each particle which is discussed below.  

6.3 Fitness Function 

The fitness value plays a significant role in deciding 

which particles should be used to produce the next 

generation. In this paper, makespan of a DAG is obtained 

from finishing time of exit task in an application which 

this makespan assumed the fitness of algorithm. In 

scheduling issue, the purpose of allocating task is to 

reduce the makespan without violating priorities. The 

makespan is obtained through Equation (4) and the fitness 

function is obtained through Equation (13).  
 

(13)                    

6.4 Selection Operator 

One of the significant parts of genetic algorithm is 

selection which has a remarkable impact on convergence. 

Indeed, a particle with a better fitness value is more likely 

to mate. One of the best implementation methods is the 

roulette wheel. This method assumes that the selection 

probability is a ratio of particle fitness. Some of the 

particles will be reselected for the genetic operation based 

on their fitness. A particle with the highest fitness is 

highly probable to be selected. Particles are measured 

according to their fitness. The value of the fitness function 

is always greater than zero. pi stands for the probability of 

each particle to be selected is measured through Equation 

(14). Algorithm 1 shows the selection pseudo code.  
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Algorithm 1. Roulette wheel pseudo code 

1: Generate a random number   ,   - 
2: For i=1 to PopSize do 

3:   If       then 

4:     Select the chromosome; 

5:     Return the chromosome; 

6: end if 

7: end for. 

Algorithm 2. Pseudo code of single-point combination operator 

1: Choose randomly a suitable crossover point i; 

2: Cut the first parent‟s chromosome and the second 

parent‟s chromosome into left and right segments 

3: Generate a new offspring, namely the child one; 

4: Inherit the left segment of the first parent‟s chromosome 

to the left segment of the child one‟s chromosome; 

5: Copy genes in second parent‟s chromosome that do not 

appear in the left segment of first parent‟s chromosome 

to the right segment of child one‟s chromosome; 

6: Generate a new offspring, namely the child two; 

7: Inherit the left segment of the second parent‟s chromosome 

to the left segment of the child two‟s chromosome; 

8: Copy genes in first parent‟s chromosome that do not appear 

in the left segment of second parent‟s chromosome to the 

right segment of child two‟s chromosome; 

9: if offspring‟s fitness values are better than their parents 

then replace them 

10: if step 9 is true then compare fitness value of offspring 

with local best if offspring‟s fitness value is better then 

replace it. 

11: if step 10 is true then compare fitness value of 

offspring with global best if offspring‟s fitness value is 

better then replace it. 

6.5 Crossover Operator 

The population of a genetic algorithm is evolved and 

completed by crossover and mutation. In the method used in 

this paper, the crossover operator is regarded as a significant 

operation. Crossover is a function of replacing some genes 

of one parent with genes of another parent. In the task 

scheduling issue, the crossover operator combines the two 

parents with each other so as to produce two valid children.  

In this paper, single-point crossover was implemented 

according to the method mentioned in [18]. That is, firstly, 

a random point between l and n is selected and the 

crossover point takes the priority queue of both parents 

from left to right in case they are not identical. For 

example, consider the particles depicted in Figure 3. The 

crossover point which is equal to 6 produces the single 

point of two new children. Indeed, it uses crossover 
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operator to replace some genes. The left part of children 

inherit their parents‟ genes. Then, some selected genes are 

eliminated from the parent and the remaining genes are 

added to the child from left to right. Consequently, the 

child will also be valid [18]. Then, the value of fitness 

function will be measured for each child. The fitness 

values of children are compared with those of parents and 

in case the fitness values of children are better than those 

of parents, the children will replace parents. Then, the 

fitness value of each child will be compared with the 

memory of that particle (pbest). If the fitness value is 

better than pbest, it will replace the memory of that 

particle. Also, if the mentioned conditions occur, the 

fitness value of particles will be compared with the gbest 

value. In case the pbest value of particle is less than the 

gbest value, it will replace it. Algorithm 2 represents the 

pseudo code of this operator.  
 

 

Fig. 3. Crossover operator  

6.6 Mutation Operator 

This operator replaces a gene with another one based on a 

certain probability. Mutation operator causes variety and 

diversity in the population. Accordingly, it expands the search 

space and prevents the algorithm from local optimization. 

Usually, this operator is done after the crossover operator 

and helps to gain a better solution. a new chromosome is 

obtained by exchanging two genes if the precedence 

constraint is not violated [18]. In this paper, the mutation 

operator is inspired from [18]. In other words, at first, a gene 

is randomly selected. Then, based on this method, the first 

successor for the task (tj) from the mutation point to the end 

is obtained. If there is m
th
 gene which is a member of 

,       - and the priorities of tm are not in front of ti, ti 

and tj can be replaced with each other which is illustrated in 

Figure 4. If these conditions do not occur, hence, the 

mutation operator will be executed from the beginning. After 

exchanging the gens, the fitness of the child is calculating by 

fitness function. The fitness value of the generated child will 

be compared with its parent. If the fitness results of the child 

is better, the child will replace with the parent. After that, the 

fitness value of the child will be compared with the memory 

of that particle (pbest). The fitness value of the particle is 

replaced with pbest if the obtained fitness betters the pbest. 

Moreover, if this condition is established, the fitness value of 

the particle will be compared with the gbest value and in 

case the value of this particle is less than the gbest value, it 

will be replaced with the gbest. Algorithm 3 represents the 

pseudo code of the mutation operator.  
 

 

Fig. 4. Mutation operator  

Algorithm 3. Pseudo code of two-point mutation operator 

1: A randomly chosen chromosome. 

2: Choose randomly a gene    in the selected chromosome; 

3: Find the first successor        ( ); 

4: Choose randomly a gene    in the interval ,       -; 
5: if l  < i for all        ( ) then 

6:    Generate a new offspring by interchanging gene    and 

gene   ; 

7:    return the new offspring; 

8: else 

9:     Go to Step 1; 

10: if the fitness of the new offspring is better than its parent 

then replace it with parent 

11: if step 10 is true then compare fitness value of offspring 

with local best if offspring‟s fitness value is better then 

update local best. 

12: if step 11 is true then compare fitness value of offspring 

with global best if offspring‟s fitness value is better then 

update global best. 

6.7 Termination Condition 

The genetic and PSO algorithms are regarded as 

random methods which can be executed for ever by 

means of a rule. In practice, a termination condition 

should be carried out. The usual methods operate by 

considering the fitness evaluations or the working times 

of the computer or by exploring the population diversity. 

In this paper, the termination condition is realized when 

the algorithm has been executed for 1000 times.  

6.8 Complexity Analysis 

The complexity of the proposed method is O (geners 

×n
2
 × e × m), where geners is the number of iterations, n 

is the number of subtasks, e is the number of edges and m 

is the number of machines. 

7. Experimental Results 

Certain measurement criteria were used for evaluating 

efficiency which are mentioned later in the paper. It should 

be noted that the entire implementation procedure was 

conducted in Visual Studio 2013 and the C#.net 

programming language was used to implement the 

algorithm. There are some parameters in the combined 

algorithm which have a significant impact on the 

performance of the algorithm; these parameters are given in 

Table 3. In this table, the parameter ini determines the 
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number of population (particles) and the parameter w 

stands for the inertia weight which is aimed at balancing 

the speed of particles. The values of the parameters C1 and 

C2 help particles learn how to locate the optimal points. 

The parameters srate, crate, mrate refer to the rates of the 

selection, crossover and mutation operators, respectively.  

Table 3. Values of the parameters  

Values parameters 

80 ini 

1.5    

1.5    

Randomly    

Randomly    

0.4 W 

30 srate 

80 crate 

20 mrate 

7.1 Comparing Measurements 

In this section the proposed algorithm is compared with 

other three heuristics and a GA algorithms in term of the 

makespan. To do this, some metrics such as SLR and CCR 

are used in comparison. Furthermore, random graph and 

statistical analysis are used in experimental comparisons. 

7.1.1 Task Makespan 

The makespan of the directed acyclic graph, as shown 

in Figure 1, was simulated on three prioritization methods 

by means of upward rank, downward rank and the 

combination these two methods and MPQMA algorithm. 

The simulation results for Figure 1 with the proposed and 

other algorithms are illustrated in Figure 6, Figure 7, 

Figure 8 and Figure 9 respectively. The obtained results 

as in mentioned figures were 76, 74, 76 and 70 for the 

four algorithm. When scheduling by the proposed 

algorithm is finished, the makespan for graph execution is 

equal to 68 which is illustrated in Figure 10. These gained 

results from algorithms are shown in Figure 5 by Bar 

chart which depicts that the makespan of scheduling for 

the proposed algorithm has better performance than the 

other four algorithms.   
 

 
Fig. 5. Bar graph representing the makespan vs. number of tasks for the 

graph of Fig. 1 

 
Fig. 6. Gantt chart for task scheduling with upward rank prioritization 

(Makespan = 76) 

 
Fig. 7. Gantt chart for task scheduling with downward rank prioritization 

(Makespan = 74) 

 
Fig. 8. Gantt chart for task scheduling with both upward and downward 

ranks (Makespan = 76) 

 
Fig. 9. Gantt chart for task scheduling with MPQMA (Makespan = 70) 
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Fig. 10. Gantt chart for task scheduling with a combination of the 

prioritization of genetic and PSO algorithms (Makespan = 68) 

7.1.2 Scheduling Length Ration (SLR) 

In this paper, for measuring SLR, the minimum 

critical path between the processors or machines should 

be obtained. Hence, the critical path method (CPM) was 

used [28].  

The measurement of the main efficiency of the 

scheduling algorithm on the graph is the scheduling 

length. Since a large collection of task graphs with 

different features is used, the scheduling length to the low 

bound should be converted into a rule which is referred to 

as scheduling length ratio (SLR). The value of SLR on the 

graph is obtained through Equation (15). 

The denominator of the ratio is the set of minimum 

computation costs of the tasks on CPmin. In an 

unscheduled directed acyclic graph, if the computation 

cost of each node ni is adjusted with less value, then, the 

critical path will be based on minimum computation costs 

which are indicated by CPmin. The SLR of a graph cannot 

be less than one. In the task scheduling algorithm, the 

smallest SLR will have better efficiency [18]. 
 

(15)     
        

∑    
    

( (     ))        

 

7.1.3 Communication to Computation Ratio (CCR) 

CCR indicates that the used DAGs in this paper is 

either communication-intensive or computation-intensive. 

For a graph, the value of CCR is obtained by measuring the 

mean communication cost (numerator of Equation (16)) 

divided by the mean computation cost (denominator of 

Equation (16)) in the computational system. Hence, CCR 

value is measured through the following equation [18].  
 

(16) 

    

 

 
∑  (     )    (     )  

 

 
∑  (  )    

 

7.2 Comparison of SLR vs. CCR for Graph 

Depicted in Fig. 1 

The comparison of SLR vs. CCR calculations in the 

proposed method was done and simulated using upward 

and downward ranks and using the combination of priority 

methods. The results of comparisons are depicted in 

Figure 11. As shown in this figure, the method proposed in 

this paper has less scheduling length rate which is 

attributed to the fact that the makespan in the proposed 

method is less than other methods. Consequently, this 

leads to the minimization of Equation (15).  

 
Fig. 11. Bar graph of SLR vs. CCR for the proposed graph  

7.3 Comparing SLR vs. CCR for Random graph 

In this paper, for a more extensive comparison and 

evaluation, randomly produced graphs were used. In this 

section, a random graph is examined. The directed acyclic 

graph which was randomly produced has 30 tasks; in total, 

it has 72 edges. This graph was executed on 9 machines. 

As illustrated in Figure 12, the proposed method has less 

SLR than the other methods. Furthermore, in the 

proposed method, the makespan on the random graph was 

176. Accordingly, with respect to the results demonstrated 

in Figure 13, it can be maintained that the proposed 

method has better performance than the other methods.  
 

 
Fig. 12. Bar graph of SLR vs. CCR for the random graph  

 
Fig. 13. Bar graph of the makespan vs. the number of tasks for the 

random graph  
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7.4 Evaluation of the Randomly Produced Graphs 

For evaluating results on different graphs with 10, 50 

and 100 tasks using 8 machines, 100 iterations of the 

three mentioned tasks were produced. Figure 14, Figure 

15 and Figure 16 represent the results obtained from the 

experiments. In Figure 14, average makespans of 100 

independent task graphs with 10 tasks for HEFT_UpRank, 

HEFT_DownRank, HEFT_LevelRank, MPQMA and the 

proposed algorithms are: 99.27, 101.03, 99.48, 92.64 and 

92.18 respectively. With respect to the obtained results 

the proposed algorithm has better performance than the 

other methods. 
 

 
Fig. 14. Makespan of the produced 10-fold graph with 8 machines and 

100 independent executions  

According to the results in Figure 15, the average 

makespans of 100 independent task graphs scheduling 

with 50 tasks for the HEFT_UpRank, HEFT_DownRank, 

HEFT_LevelRank, MPQMA and the proposed algorithms 

are 469.29, 487.41, 469.69, 461.54 and 435.97 

respectively. With respect to the obtained results the 

proposed algorithm betters makespans of the other methods. 
 

 
Fig. 15. Makespan of the produced 50-fold graph with 8 machines and 

100 independent executions 

Furthermore, the obtaining average makespans results 

of 100 independent task graphs with 100 tasks in Figure 16 

for HEFT_UpRank, HEFT_DownRank, 

HEFT_LevelRank, MPQMA and the proposed algorithms 

are: 948.79, 985.41, 946.52, 939.73 and 897.3 respectively. 

According to the results the proposed algorithm optimizes 

the other methods in terms of makespan. 

 
Fig. 16. Makespan of the produced 100-fold graph with 8 machines and 

100 independent executions 

8. Conclusion and Suggestions for Further 

Research 

As discussed in the paper, task scheduling is 

considered to be one of critical challenges in cloud 

computing systems. In the past, numerous task scheduling 

methods have been used in cloud computing. In this paper, 

to enhance resource efficiency and minimize the total task 

execution time, the researchers used a novel cost function 

which was based on a combination of PSO and genetic 

algorithms. The cost function was used to measure task 

execution time on available resources in the context of 

cloud computing. The purpose of proposing the hybrid or 

combinatory model was to benefit from the capabilities 

meta-heuristic methods since they have high speed in 

finding optimal solutions. The new method introduced in 

the proposed algorithm was intended to reduce and 

shorten the length of the critical path and reduce the 

communication costs among the processors. Finally, the 

obtained results from the implementation of the proposed 

method indicated that it optimizes other mentioned 

current algorithms. In future, it is possible to design an 

appropriate scheduling for similar algorithms.  
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