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Abstract

Optimization plays a crucial role in enhancing productivity within the industry. Employing this technique can lead to a
reduction in system costs. There exist various efficient methods for optimization, each with its own set of advantages and
disadvantages. Meanwhile, meta-heuristic algorithms offer a viable solution for achieving the optimal working point. These
algorithms draw inspiration from nature, physical relationships, and other sources. The distinguishing factors between these
methods lie in the accuracy of the final optimal solution and the speed of algorithm execution. The superior algorithm
provides both precise and rapid optimal solutions. This paper introduces a novel agricultural-inspired algorithm named
Elymus Repens Optimization (ERO). This optimization algorithm operates based on the behavioral patterns of Elymus
Repens under cultivation conditions. Elymus repens is inclined to move to areas with more suitable conditions. In ERO,
exploration and exploitation are carried out through Rhizome Optimization Operator and Stolon Optimization Operators.
These two supplementary activities are used to explore the problem space. The potent combination of these operators, as
presented in this paper, resolves the challenges encountered in previous research related to speed and accuracy in
optimization issues. After the introduction and simulation of ERO, it is compared with popular search algorithms such as
Gravitational Search Algorithm (GSA), Grey Wolf Optimizer (GWO), Particle Swarm Optimization (PSO), and Firefly
Algorithm (FA). The solution of 23 benchmark functions demonstrates that the proposed algorithm is highly efficient in
terms of accuracy and speed.

Keywords: Elymus Repens Optimization; Meta-Heuristic Algorithms; Rhizome Optimization Operator; Stolon Optimization
Operator.

In optimization methods, algorithms begin in an initial
space and move intelligently towards an optimal solution.

1- Introduction

Today, the industry faces various pressing problems that
require urgent solutions and optimal answers. Contributing
to the resolution of these issues can greatly enhance
efficiency across multiple fields. There exist diverse
approaches to solving optimization problems, including
one-by-one counting methods, classical mathematical
methods, and optimization methods.

The one-by-one method involves a significant amount of
time to solve problems, rendering it practical only for
small-scale issues. However, its advantages encompass
very high accuracy and zero error.

Conversely, classical mathematical methods, such as
derivation methods, require adherence to specific
principles and rules for continuous problems. These
limitations can make it challenging to employ these
methods for solving optimization problems. Nonetheless,
classical mathematical methods offer high accuracy,
makingthem anappealingoption.
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With effective guiding operators, these algorithms conduct
smarter searches in problem spaces, ultimately
accelerating the process of reaching a finalanswer. Several
desirable features of optimization methodsinclude:

» No limitation in problem modeling

» Universality in covering a wide range of issues

> High speed in determining the optimalanswer

In this paper, a powerful method is introduced for
optimizing problems by harnessing the positive features of
nature to address challenges. One such valuable feature is
the growth mechanism of Elymus repens in agricultural
land, which provides an innovative approach to problem-
solving.

The paper proceeds as follows: Section 2 provides an
overview of optimization algorithms. Section 3 introduces
the Elymus repens mechanism, and Section 4 presents the
new algorithm called Elymus repens optimization. Finally,
in Section 5, the performance of this new algorithm is
evaluated using 23 sample functions.
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2- Literature review

Today, optimization algorithms are used as a method for
obtaining the optimal solutions to optimization
problems[1]. Unlike classical mathematical methods, these
algorithms are much more efficient in solving optimization
problems. The basis of optimization algorithms is usually
nature, physics, and swarm. The final answer obtained
from them has high accuracy and suitable speed.
Optimization algorithms use two basic components of
exploration and exploitation to search the problem space.
These two features are very helpful in finding the optimal
answer. Exploration provides the algorithm with the ability
to search freely without paying attention to the accuracy of
the results. On the other hand, paying attention to the
information obtained in the previous loops is the basis of
exploitation. With an increase of exploration, the
algorithm finds random and unpredictable directions, and
on the opposite side, with an increase of exploitation, the
performance of the algorithm becomes cautious. By the
exploration and exploitation, the algorithm will move
towards the smart answer.

In the following, some of the popular optimization
algorithms are reviewed [2]:

Genetic Algorithm [3], Genetic programming [4], Tabu
Search [5], Evolution Strategy [6], Memetic Algorithm
[7], Cultural Algorithm [8], Simulated Annealing [9],
Differential Evolution [10], Evolutionary Programming
[11], Co Evolutionary Algorithm [12], Gradient Evolution
Algorithm [13], Imperialistic Competitive Algorithm [14],
Biogeography-Based Optimization [15], States of Matter
Search [16], Sine Cosine Algorithm [17], Multi-level
Cross Entropy Optimizer [18]. These algorithms are
modeled on Darwin's theories.

Some algorithms are physics-based optimization
algorithms such as: Small-World Optimization Algorithm
[19], Central Force Optimization [20], Magnetic
Optimization Algorithm [21], Gravitational Search
Algorithm [22], Charged System Search [23], Chemical-
Reaction Optimization [24], Black Hole [25], Curved
Space Optimization [26], Water Evaporation Optimization
[27], Ideal Gas Molecular Movement [28], Multi-Verse
Optimizer [29], Vibrating Particles System [30].

Some optimizers are swarm-based algorithms: Particle
Swarm Optimization [31], Grasshopper Optimization
Algorithm [32], Moth—flame Optimization [33], Artificial
Fish Swarm Algorithm [34], Honey Bee Optimization
[35], Termite Colony Optimization [36], Ant Colony
Optimization [37], Shuffled Frog-Leaping [38], Monkey
Search [39], Dolphin Partner Optimization [40], Firefly
Algorithm [41], Bat Algorithm [1], Bird Mating Optimizer
[42], Fruit Fly Optimization [43], Lion Pride Optimizer
[44], Krill Herd [45], Grey Wolf Optimizer [46], Cuckoo
Search [47], Soccer League Competition Algorithm [48],
Dragonfly Algorithm [49], Whale Optimization Algorithm

[50], Salp Swarm Algorithm [51], Harris Hawks
Optimization [52], Flying Squirrel Optimizer [53], Ant
Lion Optimizer [54]

In addition to these algorithms, some intelligence may be
found in nature that can form the basis of other
optimization algorithms. One of these is the Elymus
Repens behavior.

The introduced algorithms are very effective in industry,
energy, medicine and etc. References [55-59] in science,
[60-64] in engineering and [65-69] in medical show part of
the research conducted with these algorithms in the field of
optimization.

3- Elymus Repens

Elymus repens (ER) is a highly competitive, allelopathic,
perennial grass. This plant is considered one of the world's
most troublesome weeds, reproducing both sexually
through seeds and asexually through rhizomes. It is found
in temperate regions worldwide, with the exception of
Antarctica [70, 71, 72]. The structure and appearance of
this plantare depicted in Fig. 1 and Fig. 2.

In Northern Europe, Elymus repens is a common and
aggressive grass species favored by cereal-dominated crop
rotations and nitrogen fertilization [73, 74]. This species
can become a pernicious weed, spreading rapidly by
underground rhizomes[72] and quickly forming a dense
mat of roots in the soil. Even the smallest fragment of the
root can regenerate into a new plant[75].

Elymus repens is propagated by seeds, rhizomes, or
stolons. The creeping stems on the ground surface and the
wire-shaped underground stems have numerous short
branches and scaly leaves. New aerial organs are formed
from the nodes of rhizomes and stolons.

This plant is highly resilient and can thrive in favorable
conditions on the ground. These conditions include water,
organic, and biological materials. Where these conditions
are optimal, the growth of this plant flourishes. On the
other hand, this plant can be considered as a "search
engine” as it moves towards favorable agricultural
positions and covers them using propagation tools such as
rhizomes or stolons. Once introduced to an area, it swiftly
movesto better conditionsand occupies the desired area.
The power and speed of occupying fertile areas by this
plant is so high that it prevents the growth of any other
type of plant, thus making it one of the most destructive
weeds.
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Fig. 1. Elymus Repens [76]

Fig. 2. Elymus Repens in the agricultural land

4- Elymus Repens Optimization

This study is centered around the behavior patterns of
Elymus Repens within their cultivation environment. In
terms of growth and reproduction, this plant initially
progresses through seeds and subsequently through
rhizomes and stolons (illustrated in Fig. 3) within the
cultivation environment. Elymus repens tends to move
towards any part of the soil that provides more favorable
conditions.

stolons

Fig. 3.Rhizomes and Stolons in Elymus Repens

In this paper, this process is modeled as a optimization
search algorithm that is named Elymus Repens
Optimization (ERO). In the ERO model, the cultivation
land of the plant serves as the search space for the
problem, with every position within this space being a
candidate answer - representing a position of the land with
the best cultivation conditions, i.e., the optimal answer.
The rhizomes and stolons act as the ERO optimization
operators.

To initiate the algorithm, Elymus repens is assumed to be
spread across the environment. Any position in the
cultivation environment where the reproductive parts of
the plant are placed becomes an initial candidate answer.
These positions are evaluated using the objective function.
Subsequently, the Elymus repens will move towards the
optimalanswer through the use of rhizomes and stolons.

4-1- Stolon Optimization Operator

Among the reproducible parts of Elymus repens, the part
that is in a better environmental condition will spread to its
neighboring parts through stolons. The number of
neighbors for each position will increase with the
improved environmental conditions. Consequently, a part
of the plant that is in unfavorable conditions will not be
reproduced. This process guides the initial solution
towards better alternatives. Equation 1 and Equation 2
demonstrate the new candidate solutions with the stolon
operator.

it 1

a=pl-) M
kit _yit-1 .

ieneighbor — X epest +unifrmd (-, +a) ()

where, it indicates iteration, T the maximum of iteration,
Xiendgnbor®'t  show i-th neighbor from k-th best position,
Xkevest'™ the k-th best choice position, unifrnd, a uniform
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random number between [-o,+a] and B is the relationship
coefficient.

The best position (Xiebest) for reproduction is selected using
the roulette wheel. This method ensures that better
positions have a higher chance of reproducing. This
selection process is repeated for all positions, and the
resulting new neighbors are generated from the best ones.

4-2- Rhizome Optimization Operator

In 4-1, the k-best position of population generate a number
of neighbors. The neighbors related to each k-best position
form a group. At this step, in each group, the best neighbor
is selected from among the neighbors created by each
previous k-best position, and the other neighbors move
towards it. Equations 3 to 6 show the new candidate
solutions using the rhizome operator.

A=pBxaxrand —«a )
C = Bxrand “)
it—1 k,it—1 5

D. = abs(Cx xbest neighbor Xic other nelghbor) ©)
it _ it—1 ! 6
Xi = Xbest neighbor — Ax D' ©

where, Xi'' is new candidate answer, rand shows the

random value between [0,1] and Xbestneighbor ™ and Xi cother
neibor /'L, are the best neighbor and other neighbors for k-th
neighborhood group. Fig. 4 shows the visual performance
of rhizomes and stolons operatorsin ER optimization.

- =% neighbor J
s '\
/ ——
,
/ m neighhor \0
neighbor,

”o\

[
\ \

\ Stolon
\ \ Operator / /
N N I - /
N\ Rbi /
~ Op:z:ar:':r e
~ —

e —

Fig. 4. The stolon and rhizome operators view

The flowchart and the pseudo code of ERO algorithm are
presented in Fig. 5 and Fig. 6.

Planting and Spreading ER

A 4

Evaluation of the
cultivation environment

y

Propagation by stolons

l

Propagation by rhizomes

Stopping
Criterion

Result

Fig. 5. Flowchart ofthe Proposed ERO Algorithm

Step 1: Planting the elymus repen and spreading it in the
cultivation environment

Step 2: Evaluation of the cultivation environment

Step 3: Propagation of the elymus repen by stolons

Step 4: Propagation of the elymus repen by rhizomes

Step 5: if stop criteria has not been reached, Go to step 2.

Fig. 6. The pseudo code of ERO algorithm

5- Validation and Computational Experiment

To demonstrate the effectiveness and power of Elymus
Repens Optimization as proposed in this paper, it has been
evaluated for minimizing 23 case study functions [77].
Table 2 depicts these well-known functions. For the
computational testing, the simulations were run on a PC
with a 2.30GHz Intel Core i5 processor and 6 gigabytes of
RAM.

The aim of the algorithm presented is to minimize the
functions listed in the first and second columns of Table 2
in the shortest possible time. The number of variables and
function constraints are provided in the fourth and fifth
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columns, establishing upper and lower bounds for the
function variables. The two-dimensional representations of
these functionscan be seen in Fig.7 and Fig. 8.

The evaluation of computational algorithms is typically
gauged using two criteria: 1- The accuracy of the final
solution 2- The computational speed. In this section,
following the determination of these criteria for the
aforementioned functions, the performance of ERO will be
compared with Gray Wolf Optimization (GWO),
Gravitational Search Algorithm (GSA), Particle Swarm
Optimization (PSO), and Firefly Algorithm (FA).

The Gray Wolf Optimizer (GWO), introduced in 2014, is a
novel meta-heuristic inspired by the hunting behavior of
gray wolves. This algorithm emulates the hierarchical
structure of gray wolf packs, utilizing four distinct types of
wolves - alpha, beta, delta, and omega - in its simulation.
The process involves three primary hunting stages:
searching for prey, surrounding the prey, and ultimately
attackingtheprey [47].

Table 2. The 23 Benchmark Functions used in experimental study [77]

Name Function

Function n Range

Schwefel’s problem 2.22

Fa (%) == Sy |% [+ Ty x| 30

[-10,10]

Schwefel’s problem 2.21

F4(x) = max; {|xj|, 1<i<n} 30

[-100,100]

Step function

Fe(x) =

n 2
[xj+0.5] 30
i=1

[-100,100]

Fs(x)=_§1—xi sin(y/xi) 30
i=

Generalized Schwefel’s problem 2.26

[-500,500]
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Ackley’s function f10(X) = —20exp(-0.2 % ¥ xiz)—exp(% ¥ cos(27x)) +20+¢e 30 [-32,32]
i=1 i=1

Table 2. The 23 Benchmark Functions used in experimental study [ 77] (continues)

Name Function Function n Range

Fu(X) = % x{10sin*(zy,) +
S (9 -+ 20sin(ry, ) + (v, -D) |+

n
> u(x,10,100,4)
Generalized Penalized Functions i=L 30 [-50,50]

1
=14+ = (X +1
yl 4(| )

k(x, —a)" X; > a
u(x;,a,k,m)y=40 -asx<a
k(-x, —a)" X, < —a

Shekel’s Foxholes function Fa(0 = 1 N 22? 1 I 2 [-65.536,65.536]
AV 00" 5 2 6
J+.21(Xi—aij)
i=:




176 Journal of Information Systems and Telecommunication, Vol.12,No.3, July-September 2024

Fig(x) = 4x12 —2.1x{1 +%xf +

Six-hump camel back function 4 [-5,5]

X1 X2 —4x% + 4x§'

Table 2. The 23 Benchmark Functions used in experimental study [ 77] (continues)

Name Function Function n Range

Fig(x) =[1+ (X + %2 +1)2 (19-14%1 + 3x12 —14xo
Goldstein-Price function +6X1 X0 + BX%)] x[30+ (2% —3x2)2(18— 32x 2 [-2,2]
+12x7 +48X% —36%1Xp +27x3)]

4 6
Hartman’s family Fao(x)=- X cjexp[- X ajj(xj - Pij)z] 6 [0.1]
i1 -1

7
Shekel’s family Fa2(x) =—_§1[(X—ai)(X—ai )Tt 4 [0,10]
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Fl F2 F3

100

-100  -100

F10
F11 F12

x10°

Fig. 7. Graphs of functions (F1- F12) for n=2
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F13 Fl14 F15

F16 F17 F18

x10%

F19 F20

Fig. 8. Graphs of functions (F13-F23)forn=2
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Another algorithm discussed in this paper is the
Gravitational Search Algorithm (GSA), which operates
based on physical laws such as gravity. In GSA, a
collection of masses follows rules of movement that affect
each other and lead to an improved final optimal answer.
GSA was developed in 2009 [78].

The Firefly Algorithm (FA) was introduced by Xinshe
Yang, a scholar from Cambridge, in 2008 [79]. FA is a
random search algorithm inspired by swarm intelligence,
simulating the attraction mechanism between individual
fireflies in nature [80].

In 1995, an algorithm based on the intelligent collective
behavior of animals in nature was discovered for
stochastic optimization. This algorithm, called Particle
Swarm Optimization (PSO), has seen advanced versions
published. Numerous studies have been conducted and
published regarding the effectsof its parameters[81].
Table 3 presents the simulation results of the algorithm
introduced in this paper (ERO) and compares it with PSO,
GSA, FA, and GWO. The results include the mean run
time and mean fitness of the best values found in 30
independent runs with separate seeds. The best accuracy of
the algorithms is highlighted in green in Table 3, while
yellow indicatesthat ERO is the second-most accurate.

Table 3. The average of final best fitness and the mean running time for
30 runs of minimizing benchmark functions, number of iterations=100

Algorithm PSO GSA __FA ___GWO ERO
Mean
Fitnes 2.75 59137 0.26 1.61x10° 6.23x10°
S
Mean
Toh 329 1189 176 065 0.086
Mean 4
Fxg | Filnes 055 222 237  6.92x10* 001
Mean
Time 373 1243 1572 079 0.09
Mean 3
. Fioass 1035 99701 1278 17.85  4.6x10
Mean
Time 327 218 1337 064 0.089
;\."ea" 475 8265 625 019 3.07x10*
F4(X) hl/}ness
ean
Tioal 356 1463 1316 044 0.09
. Mean 5o  385x107 204 2823  9.2x10°
Fitness
Mean
sl 3.4 1342 1337  0.49 0.09
Mean — g67  596x10° 0.87  0.03 0
Fs(x) Fitness
Mean 549 239 1174 063 0.087
Time : : : : :
Mean
. Finsss 0029 027 0046 0005  0.0098
Mean
Tt 297 229 1409 077 0.10
Fa(d) F':f:::g 67993 -2546 -2705 -6003  -10727
Mean  2.96  13.97 12.85  0.87 0.01

MMahdi Tourani
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Time
Algorithm PSO GSA FA GWO ERO
,D"Itﬁzgs 37.54 62 97  21.16 0.0027
'\T"I‘:';‘g 291 2163 1221 0.6548 0.09
,L\"Itﬁae’;s 1.42 19 091 0001  0.0014
F1o(x)
Mean 543 2483 643  1.138 0.1
Time
;‘"Itf]ae';s 0.97 563 021 0.018  5.8x107
Mean 4 43 249 1126 05157  0.09
Time
F'\ﬂﬁigs 054 252x10° 029 0071 3.08x107
F12(x)
'\T"Iiﬁ‘g 449 2282 135 1912 0.14
,L\"Itﬁaers‘s 05 491x10° 117 079  2.6x107
'\T"I‘fﬁg 488 1891 1255  1.69 0.13
F'\I’{ﬁae’;s 1.75 177 391 218 6.14
F1a(x) Mean
Time 388 6.62 1273  0.72 0.11
er?::s 0.001  0.001 0.001 0.0032 7.3x107
'\TA::Z 0.99 1599 12.49 0.4846 0.09
F"I’{ﬁzgs 103 -1.03 -1.03 -1.03  -1.00
F16(x) Mean
Tl 3.45 152 589  0.33 0.08
F“.’{ﬁae'és 0.4 04 04 0.4 2.29
'\T"I‘;'j‘g 344 1258 1325  0.37 0.08
Il\llltﬁaezs -592103 -576415 -592103 -529210 -591830
F1s(x) Mean
Time 396 1392 1229 03452  0.08
Il\/lltﬁzrs].s 389 -385 -386 -3.86 -3.67
'\T"ﬁ;‘;‘ 335 1468 12.06  0.45 0.09
,mﬁfs‘s 327  -303 -3.22 323  -2.40
F20(x)
'\T"Iers’e] 402 1528 1322 053 0.09
F'\ﬂﬁaer;s 697 624 -781 -954 -9.86
'\T"fr’ﬁg 505 1431 1272 097 0.13
;"'Itﬁzgs 788 -8.82 -10.14 -10.12  -10.37
F22(x)
'\T"I‘:;‘Z 524 1439 139 121 0.13
llv'ltﬁi’;s 6.6 -882 -1053 -10.24  -10.45
'\T"I‘f;‘g 5.57 171 1437  1.68 0.14

To obtain the performance rating for these 5 algorithms
(ERO, PSO, GSA, FA and GWO), the Eq. (7) is suggested:
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5
X (#Ranki) xi

Mean R = ':15— @

Y

i=1
where Mean R indicates the average weighted rank and
#Rank i represents the number of rank i in all test
functions. Tables 4 and 5 display the results of the number
of ranks for each algorithm across all test functions, as
well as the final rank among the algorithms based on Eq.
(7). In these tables, #Ri denotes the number of rank i in all
test functions. The green color in Tables 4 and 5 highlights
the best performance of the algorithms.

Table 4. The results ofthe number of accuracy ranks foreach algorithm
in the all test functions and the final rank among the algorithms

#R1 #R2 #R3 #R4 #R5 MeanR Final

Rank
ERO 15 2 1 0 5 2.93 1
GWO 1 14 5 1 2 3.86 2
PSO 6 6 2 4.27 3
FA 1 0 7 2 5 4
GSA 0 1 9 12 6.73 5

Table 5. The results of the number of running time ranks foreach
algorithm in the all test functions and the final rank among the algorithms

#R1 #R2 #R3 #R4 #R5 Mean R Final

Rank
ERO 23 0 0 0 0 1.53 1
GWO 0 23 0 0 0 3.06 2
PSO 0 0 23 0 0 4.6 3
GSA 0 19 4 0 4.86 4
FA 0 4 19 0 5.86 5

When comparing algorithms to determine the best
performance, both speed and accuracy should be
considered together. Therefore, based on the results, it is
evident that Elymus Repens Optimization (ERO)
demonstrates the best overall performance in terms of
accuracy and speed indexes.

6- Conclusions and Future Work

Optimization is one of the most important processes in the
industry. Among the various methods, meta-heuristic
algorithms are the most powerful for optimization. This
paper introduces a new algorithm called Elymus Repens
Optimization (ERO) based on the behavior of Elymus
Repens in agricultural land. The effectiveness and power
of ERO are then evaluated using 23 well-known
benchmark functions to demonstrate its capabilities.
Following this simulation, the performance of ERO is
compared with other optimization algorithms such as Gray
Wolf Optimization (GWO), Firefly Algorithm (FA),

Particle Swarm Optimization (PSO), and Gravitational
Search Algorithm (GSA). Results indicate that the
proposed algorithm is highly efficient in terms of accuracy
and speed.

Based on the desirable result of the algorithm, presented in
this paper (ERO), it is recommended that this be
implemented for optimization problems in the industry.
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Abstract

Rapidly expanding domains such as the Internet of Things require sophisticated approaches to securing interconnected
devices against cyber threats. The following study intends to fill in a crucial gap in the state of effective intrusion detection
systems for the Internet of Things based on a comparison and analysis of various hyperparameter optimization approaches
to improve existing and future detection systems. In other words, our main goal was to investigate and compare various
hyperparameter optimization strategies to find and assess the most effective way to improve the performance of deep
learning -based IDS. Our methodology was comprised of the following comparative optimization analysis used to compare
a hybrid optimization approach against stand-alone implementation of Harmony Search and Bayesian Optimization. The
analysis was done quantitatively based on IDS trained and tested on simulated Internet of Things network data, and 1DS
performance was evaluated by the following metrics : accuracy, precision, recall, and F1 score. The comparison of results
showed that the hybrid optimization demonstrated the best performance indicators in terms of accuracy at 99.74%,
precision at 99.7%, recall at 99.72%, and F1 score at 99.71%. The results of the study confirm the efficiency of
implementing multiple optimization approaches and reveal the potential effectiveness of such combination for effective
hyperparameter optimization of deep learning -based IDS in the Internet of Things environment.

Keywords: Intemnet of Things; Intrusion Detection System; Hyperparameter Optimization; Deep Learning; Harmony
Search; Bayesian Optimization.

learning , deep learning utilizes multiple layers in neural
networks, i.e. deep architectures, to @ain insight and
decision-making capacity based on vast amounts of data .
Such an approach is particularly necessary for the context

1- Introduction

Background Infomation: The evolution of Internet of
Things technologies enabled humans to engage with their
environment at an unprecedented level, with boundless
connectivity and information exchange between various
devices and platforms. Such integration allows for
numerous applications, ranging from smart home and
healthcare to industrial and environmental monitoring .
The growing complexity of the technology, however,
increases the possibility of numerous threats appearing
within the environment. Intrusion detection systems are
crucial for 10T protection, as they analyze network traffic
and notify when a threat is detected [1]. Deep learning
algorithms and artificial intelligence technologies have
substantially increased the efficiency of such systems,
capable of detecting new, sophisticated threats that the
traditional approach would miss . As a subset of machine

B Mahmod Alborzi
Mahmood _alborzi@yahoo.com

of the 10T technology, where the sheer number of
interoperable devices creates complexity that traditional
security measures cannot overcome [2], [3].

With this in mind, the fact that the 10T environments are
dynamic and heterogeneous, and the landscape of cyber
threats is changing, there is a tremendous need for
advanced IDS solutions that will be capable of responding
to new challenges. In this regard, the use of Al and deep
learning algorithms in IDS is incredibly promising since
this can represent one of the ways of developing proactive
approaches to threat detection and threat management,
which are critical for the resiliency and security of IoT
systems. The security measures such as IDSs are essential
with the ever-growing scope of 10T in all segments of our
lives. Ultimately, Al, and more exactly deep learning
techniques, give a perfect example of how security
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challenges could be coped with in the intricate loT
ecosystem [4], [5].

Gaps ldentified: In summary, while broad strides have
been achieved to improve the security of 10T with deep
learning-based IDS, there exist several critical gaps on
both the research and implementation front. The
independence of the loT environments from their
variability and dynamism is a dimension not fully
addressed with the current IDS. The independence of 10T
devices from the contexts in which they are used is
impossible, because the enormous number of the contexts
demands the IDS systems to be highly adaptable and
consequently, scalable. Solutions to current IDS have a
problem with the identification of new patterns of threat
attack in volatile settings [6]. deep learning has a huge
performance limitation in their ability to identify new
patterns of threat invasion. This significantly affects its
efficiency in mitigating zero-day attacks. The need for
large-scale already annotated datasets for training deep
learning for better performance is a major setback for
ensuring predictability in IDS against new vectors. Thus,
alternative strategies to enhance IDS predictability are
necessary with independence from historical data [4], [7].
On top of that, the high computational intensity of deep-
learning-based algorithms creates another issue, mainly for
low-power devices, such as those in the 1oT. Implementing
advanced IDS solutions that require enormous
computational power would mean there is overinvestment
in the limited compute capabilities of thousands of IoT
devices, which would then lead to inefficiencies or even
disruption of service delivery. In addition, there are several
controversial ethical and privacy considerations associated
with developing and deploying Al- and deep learning-
based solutions. The amount of data with which Al-based
IDS solutions deal means that the likelihood of misuse and
exploitation grows as well. The last issue with all these
IDS solutions is the lack of standardized dataset and
performance benchmarks tailored for those systems. This,
of course, is a gap that limits the depth of coverage in
which new deep-learning-based IDS solutions can be
investigated for. All these conveyed gaps certainly outline
the area in which further research and improvements have
to be considered in order to enable the effective use of
deep learning and Al for truly enhanced loT security. As
seen, due to the substantial number of challenges and
issues, additional research still needs to be done in order to
implement IDS solutions for the 10T that are effective,
efficient, provide the capabilities to adapt to the growing
threats, and can uphold the level of protections to meet
privacy and security needs adequately [8], [9].

Research Question or Hypothesis Given the identified
literature gaps within intrusion detection systems for the
Internet of Things that are established using deep and
artificial intelligence, the study's hypothesis is based on
the question: How is the most optimal model developed

and the implementation of deep learning and artificial
intelligence improved toward the enhancement of
adaptability, efficiency, and scaling of 1DS across different
settings of loT systems to fight zero-day attacks,
computational limits, and privacy issues? The question
above could be further divided into a set of different sub-
questions that are highly important toward the
advancement of the field. These are: To what extent can
the various architectural changes resulting in DL models
make them more susceptible to changes in the
environment of the 1oT? How does one ensure that the
deep learning-based IDS fully removes the threat of zero-
day detections without the need fora huge number of pre-
labeled data sets? What kind of changes can be made to
the existing IDS deep learning algorithms so that their use
in 10T environments, largely in an environment where
most of the time the computational intensity limit is used?
Lastly, how can Al and DL be used with IDS without
ignoring the privacy of oT users?

Moreover, we hypothesize that:

o Federated learning approaches for the increase in
adaptability and scalability of IDS in 1oT. Hence,
federated learning models help the IDS use data
from Dboth center and distributed sources, hence
reducing privacy risks related to the centralization.
Based IDS can be deployed over a wide network
without jeopardizing the data's security.

o Better detection of zero-day attacks will be
significantly improved using the unsupervised
learning and anomaly detection techniques:
unsupervised techniques that do not require labeling
of data will help in the detection of deviations from
normalstatesthat characterize the zero-day attacks.

e Integrated cluster detection Overcoming
computational constraints experienced by IoT
devices: light neural network models and edge
computing: the neural network models have to be
light to handle data that imitates sequences and
complex networking structures in real time.

e DS and SMPC in the analysis: data privacy in IDS
in 10T will be achieved by using the DS and SMPC
in the analysis step: differential privacy and SMPC
take care of the ubiquitous privacy problem
regarding data collected as well as analyzed before
and afterimplementing an IDS.

Objectives or Aims of the Study: The primary goal of this
research is to tackle the major challenges for developing
responsive, efficient, and adaptive intrusion detection
systems for the Internet of Things using deep learning
algorithms and artificial intelligence[10] . The study is
expected to accomplish the following objectives:
Developed IDS architectures Develop and experiment
different IDS models that are capable of dynamically
adapting to 10T environments as they are heterogeneous
and continue to grow. It involves designing deep learning
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architectures that can learn variations in types of devices
and l1oT operating contexts and scalable architectures that
can expand with the growth of 10T[11]. Improved Zero-
day attacks detection Develop new methods for early
detection of zero-day attacks using artificial intelligence
and deep learning. It involves developing unsupervised
and semi-supervised learning models that can learn and
identify new attacks from anomalies detected without
relying on pre-trained labeled datasets. Optimization of
Computational Efficiency Develop 10T architectures
aiming to minimize the computational costs for an
intrusion detection system. Develop efficient deep learning
models or models that can infer and detect attacks in real-
time without relying on computing power at the central
level. It aims to employ edge computing for threat
detection in real-time and reduce system latency. Safety of
User Privacy Develop an intrusion detection system that
maintains user privacy. It involves developing intrusion
detection models that do not require user data being sent to
the center. It also involves the use of privacy-preserving
techniques for secure multi-party computation and
differential privacy of data processed in the inference
system. Benchmarking of intrusion detection system
performance Develop a benchmark for testing and
evaluating new models of deep intrusion detection
systems. Setting up a testing database for 10T log data
and benchmarking metadata to evaluate the performance
of the model and making research quality evaluation.
Real-world Application Use the developed IDS in real-
life Internet of Things applications and do field trials.
Use the intrusion detection model to detect threats and
intrusions in the field setup of 10T [12], [13].

Significance of the Study: The implication of this study is
more extensive and has potential to revolutionize the state
of affairs surrounding the security of 10T ecosystems to
realize the following: 1. Improve the security of loT-end
devices and networks. Primarily, the study targets
enhancing the security of loT devices and networks
against malicious threats of varying level of sophistication,
including the zero-day attacks. Notably, improving the
adaptability, efficiency, and scalability of the IDS using
deep learning and artificial intelligence would reduce the
vulnerability of 10T ecosystems to possible compromise
and, eventually uphold data integrity and confidentiality
across various applications. 2. Contribute to developments
in deep learning and artificial intelligence for
cybersecurity. The study is also set to offer valuable
insights  into  the architectural adjustments, the
unsupervised learning approach, and the design of
lightweight models, which would be pivotal or beneficial
to the sustained development of deep learning and
artificial intelligence, primarily the devoted to
cybersecurity. 3. Promote user privacy and ethical data
usage for 10T systems. The content of this study would
proffer counter-narrative on the privacy critique of IDS in

loT. Ideally, the adoption of privacy-enhancing
technologies like federated learning, and differentil
privacy would indicate that it is possible to entrench robust
cybersecurity mechanisms without necessarily
compromise the privacy of the user. It implies that the
research would set ethics precedence for Al-centered
security system development. 4. Aid in the deployment of
real-world 10T security applications. This study could be
instrumental in the practical security positioning in the
loT-dependent application. The model created in this
research is lightweight and computationally friendly to
edge devices, which would signal the adoption of
advanced security standards in real-world implementation.
Structure: The article is meticulously structured to provide
a seamless flow in navigating the complexities
surrounding the use of deep learning algorithms and
artificial intelligence to enhance intrusion detection
systems in the IoT sector. In an attempt to provide a
coherent and comprehensive understanding of the subject
matter, the organization of the article is as follows; *
Introduction : This part of the article introduces the reader
to the topic of discussion and provides an avenue for
understanding the background information regarding the
relevance and underlying claims surrounding IDS in loT.
It also provides a synchronized evaluation of research
questions, recommendations and the significance of the
study, and the study objectives. * Literature review : The
second part entails a comprehensive review of other
people’s work and involves a candid examination of
current research patterns, methodologies, and results in the
application of deep learning and Al in 10T development
systems. It includes a discussion on research trends,
emerging issues, and ongoing gaps that provide a broad-
based understanding of where general knowledge on the
topic lies within the academic debate. * Methodology :
This section outlines the research design structure and
details the deep learning methods selection, data collection
and preparation, and evaluation methods used to
demarcate the performance of the proposed DS solutions.
This section is essential in offering insights on how the
authors implemented the research. * Results : Discussion:
This section highlights the research’s practical outcomes
by detailing the data analysis techniques and model
performance, which acts as evidence to prove that the
proposed IDS enhancements are necessary components. It
rides the platform for the interpretation of the outcomes.
Discussion: This part of the article gives the meaning of
the results obtained from the study and offers a linkage
between the outcomes, the current 10T scenes in terms of
security and accordance’s of the proposed methods to be
adopted. It also provides a comparison of the outcomes of
this research to those of other people. The article also has a
conclusion, in which the key findings are summarized and
implications of the results and limitations key the author’s
insights, and the recommendation for the percolation. The
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article concludes by restating the relevance of Al and deep
learning in 10T IDS upgrade. References: This marks the
end by providing a comprehensive collection of all
references used in compiling the subsequent pages, thus,
providing anavenue formore reading.

2- Literature Review

Overview of the Topic: The advent of the Internet of
Things and sophisticated computational technology has
provided limitless possibilities for creative solutions in
every field: from healthcare, smart cities to
industrialization processes automation. However, the
cybersecurity aspect remains the most critical here, and in
this context, it implies the use of reliable, efficient,
custom-built Intrusion Detection Systems for 10T . The
need for IDS in 10T is due to the potential exposure of
interconnected devices and the complexity of modern
cyber threats. The development of Deep Learning and
Artificial Intelligence technologies has created new
opportunities to improve the efficiency, versatility, and
predictive value of IDS, making the security of loT
devices more stable and intelligent [14].

Historical Context: The phenomena of IDS have a long
history that begins in the early days of computer networks
when simple anomaly detection scripts turned into
sophisticated systems capable of real-time threat analysis
and mitigation. Developed for traditional IT infrastructure,
IDS was based on signature-based detection mechanisms;
however, the appearance of 10T technologies threatened
these systems with regular high heterogeneity, resource
constraints, and unique attack vectors. As a result, IDS
development paradigm changed: against the background of
these problems, DL and Al were integrated into IDS,
through using neural networks’ ability to leam from
complex data sets and to recognize patterns that signal
malicious activity [15].

Key Themes and Findings: There is a large body of
research dedicated to the utilization of DL and Al to
improve the performance and efficiency of IDS in loT
systems. The comparison studies of different methods
suggest that due to their advanced pattern recognition and
memorization capabilities, DL and Al are highly superior
to existing methods in detecting known and unknown
threats. As an illustration, convolutional neural networks
and recurrent neural networks are capable of identifying
intricate attacks patterns that cannot be identified by
traditional means. However, the nature of 10T networks is
highly dynamic, and the number of devices and
configurations constantly change. The conducted research
proposes the use of adaptive learning methods that do not
require a complete retraining to account for new data.
Scalability, another prominent challenge of IDS, is
addressed though distributed and federated learning

methods that enable the processing of data in a much
more efficient manner but ensuring the privacy of
information across multiple 10T devices. Lastly,
considering the fact that analyzes have limited
computational resources, studies propose the use of
lightweight DL models, which offer a good balance
between accuracy and computational costs. The models
can be scaled down through model pruning, quantization,
and knowledge distillation techniques . Due to the use of
sensitive data, research also emphasizes the importance of
privacy thereby proposing the use of differential privacy
and secure multi-party computation to this end [16].

The critical analysis section of our literature review on
“Intrusion Detection Systems in the Internet of Things
Using Deep Learning Algorithms and Artificial
Intelligence” marks a shift to more sophisticated
occupying what other scholars have done. Like many
previous examples, our analytical discourse is not a
reproduction of these studies’ findings and methodologies
per se; we want to interact with them, considering their
strengths and weaknesses, and differences in the results
they have led to. Specifically, we want to deconstruction
the research layers that give us knowledge of what has
been researched regarding IDS in 10T ecosystems, since
this understanding is changing the ways the problems are
addressed with deep learning algorithms and Al. The
heuristic territory between classical and contemporary
research gives us a systematic review of studies dealing
with the cyber-security problem in loT environments
through diverse methodologies that had led to non-
generalizable conclusions. Concurrently, we use these
studies as a heuristic lens for our interpretation of the
unclosed issues or controversies and limits in representing
their findings. This kind of analysis is an exploration of
the acknowledged literature that guides us in the
development of flexible 1DS perspectives.

Paper 1: Toward a Lightweight Intrusion Detection System
for the Internet of Things [17].

Research objective: This paper pursuits to develop an
intrusion detection system that is lightweight in the context
of its computational requirement to act appropriately in the
Internet of Things environment. Additionally, this research’s
sole mesh is to address the resource-conscious system that
can detect denial of service (DoS) and other malicious
activities existing in the Internet of Things but without
complicating the relatively low computational ICT due to the
Internet of Things devices capacities to detect anomalies
across the environment. The methodology explores the
supervised machine learning algorithm using SVM with the
methodology relies on the manned features that are extracted
from the network traffic within the loT environment.
Specifically, it focuses on packets from sender to source
rates for the confirmation of the normality of network traffic.
The emerged features that are generated by use of packet’s
incoming rate are then greeted by the SWM to separate
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network traffic seen on training day as both non-intrusion
and intrusion are seen. Features extracted from simulated loT
network traffic for trmining the IDS include the packet’s rate
and time taken in the network respectively. Data used/to
simulated Description of the dataset used as previously
outlined, this study involves a set of unique to generated to
simulate network traffic data in an Internet of Things
environment. The data used is simulated, normal traffic flow
within the loT network, and data simulated from different
several attacks to the loT network. The nomalcy and the
decayed statuses within the network are constrained to the
scorched acceptance rules leamt by the SVM classifier seen
at the architecture. The resultsand Key Findings/limitations,
challenges Additionally, the results show the SWM classifier
using the among other. The lack use of the defined features
from packet’s incoming rates in the environment is seen to
be effectively adequate in a good percentage rate of network
malicious traffic within the simulated scenarios.

Paper 2: A feature selection algorithm for intrusion
detection system based on Pigeon Inspired Optimizer [18].
Research Objective: The purpose of this study was to
develop a wrapper feature selection algorithm for Intrusion
Detection Systems based on pigeon inspired optimizer .
This study aimed to enhance the feature selection process
in IDS to improve the model’s accuracy and efficiency by
eliminating  irrelevant and  redundant  features.
Methodology: The researchers proposed an innovative
method to binarize the Pigeon inspired optimizer
continuous form to select suitable features in IDS. The
methodology involved the comparison between a novel
binarization method based on cosine similarity and the
conventional binarization method, which is based on the
function of sigmoid to convert the continuous swarm
intelligence algorithms to discrete forms that are
appropriate for discrete problems. Data set description:
The researchers used three of the record datasets for
evaluation which are KDDCUP 99, NSL-KDD, and
UNSW-NB15. These three datasets are among the most
famous in the network security field to test and validate
the IDS models. The purpose of selecting these three
datasets was to prove the strength and applicability of the
new algorithm for feature selection through various types of
network intrusion data. Key findings and results: The three
datasets ‘performance has been extraordinary after using the
proposed feature selection algorithm. The performance
depends on four things, which are true positive rates, false
positive rates, accuracy, and F-score. The organizers used
cosine similarity, and its performance was high with faster
convergence. The performance is excellent and promising
since the algorithm will decrease the big data’s
dimensionality and keep the IDSaccuracy high.

Paper 3: A Novel Intrusion Detection Method Based on
Lightweight Neural Network for Internet of Things [19].
Research Objective: The goal of this research is to propose a
lightweight neural network-based intrusion detection system

for the Intemet of Things concept and develop a new
methodology for detection. Its purpose is to circumvent the
current challenge of limited computational power and energy
resources of loT devices to detect malicious activities
promptly and efficiently, minimizing the impact on device
performance. Method: This research proposesa new intrusion
detection system framework based on a lightweight neural
network model. The research methodology comprises three
major stages, data preprocessing, feature selection, and
classification. The ultimate goal of data preprocessing is to
clean loT traffic data and nomalize it prior to any further
analysis. Feature selection aims to identify and select the
essential features that are the most meaningful and constitute
principal pieces of evidence reflecting the network conditions
for detecting attack or slow features, thus diminishing
computational efforts of analyzing the data for 10T devices.
Lastly, in the clssification phase, after the stages of data
preprocessing and feature selection, a lightweight neural
network model is implemented to classify nomal network
traffic or malicious data epochs. Data Description: The
research uses the available 10T dataset on the public domain.
The dataset simulates typical scenarios of both normal traffic
and attack attempts in 1oT networks, gathered from traffic
flow of a wide array of IoT devices. Moreover, it contains a
variety of attacks such as DoS, DDoS, MITM and theft of
data. This dataset is excellent for an experiment as it
encompasses a broad range of conditions, and possible
situations for the optimal evaluation of the model. Key
Findings: The proposed lightweight neural network-based
prediction system demonstrated a high detection rate on all
appointed scenarios without utilizing much computational
power. Italso proved to detect most of the adverse known and
previously unseen effects without occurring many false
positives. These results suggest that lightweight but valuable
prediction systems can be used with 10T systems in the future.
Paper 4. A Deep Learning Technique for Intrusion
Detection System Using a Recurrent Neural Networks
Based Framework [20].

Research Objectives: The present study aims to improve the
security of the network system by installing an Intrusion
Detection System framework in Machine Leaming models,
that include Long-Short Term Memory in this study, as
testable few-shot benchmarks, the Gated Recurrent Unit, and
Simple RNN. The goal of this framework is to recognize
emerging forms of cyberattacks, given the current complex
mode of the state-of-the-art technologies for networking and
communication. Methodology: The study methodology
involves minimizing the feature dimension for clssification
using a Machine Leaming model called XGBoost and then
applying the aforementioned RNNs for feature extraction
and classification. The proposed IDS framework is designed
to handle a large feature space by relying on feature selection
algorithms based on . The framework’s performance is
evaluated based on test accuracy, validation accuracy, F1-
Score, and measures. Datasets: The study uses two
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benchmark datasets: NSL-KDD and UNSW-NB15. These
datasets cover a wide range of attack categories as well as
normal traffic patterns, allowing researchers to have a basis
for comparison with the proposed IDS framework. NSL-
KDD has been recorded for DoS, Probe, R2L, and U2R,
whereas UNSW-NB15 has virtually all the other categories
of major attacks, including Exploits, Shellcode, and
Reconnaissance. Key Findings/Results: The findings from
the multiclass and binary classification tasks show that our
proposed IDS framework outperformed the benchmark with
high test accuracy. Our model significantly outperforms
when the classification is done using binary classification
when the XGBoost-LSTM model detects normal and attack
traffic using the NSL-KDD dataset. On the other hand, with
the UNSW-NB15 dataset, the XGBoost-GRU model
identifies types of attack traffic more effectively.
Limitations/Challenges: In future, feature dimensions are
likely to grow rapidly, and attacks patterns always evolve,
limiting the network to maintain high detection accuracies.
Furthermore, using benchmark datasets may freeze the
system from unseen attacks. On future extensions, it can be
proposed that a more modern feature ranking approach may
be used, followed by the model to outshine the test and
train datasets with unseen networks.

In order to summarize and compare the research studies done
on intrusion detection systems made for the Intemet of Things,
I have compiled a brief on appraisal in a tabularform. The table
is aimed to prompt the reader on the main goak, methods used,
datasets employed to test, the core outcomes, performance
measures, and issues or limitations revealed. Through this
comparison, it is easier to apprehend the contribution,
advantages, and gaps for development in each study.

Table 1: Comparison of algorithms.
Toward a Lightweight Intrusion Detection System for the
Internet of Things[17]
Develop a lightweight 1DS for 10T that
detects DoS attacks without burdening
10T devices' computational resources.
Supervised machine learning using SVM,
focusing on packet arrival rates for
feature extraction.
Simulated 10T network traffic to mimic
normal and attack scenarios.
High classification accuracy with a low
computational footprint, suitable for
constrained 10T environments.

Research Objective

Methodology

Data Set Description

Key Findings/Results

Performance Metrics| Classification accuracy, detection speed.

Dependency on simulated data may not
capture real-world 10T complexities;
focus on packet arrival rates may miss
sophisticated attacks.

A Feature Selection Algorithm for Intrusion Detection
System Based on Pigeon Inspired Optimizer[18]

Optimize IDS feature selection using the
pigeon inspired optimizer (P10O) to

enhance model accuracy and efficiency.

Limitations and
Challenges

Research Objective
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Methodology

Novel approach to binarize the PI1O for
effective feature selection in IDS;
comparison of cosine similarity with
traditional sigmoid function.

Data Set Description

KDDCUP 99, NSL-KDD, and UNSW-
NB15 datasets.

Key Findings/Results

Superior performance in reducing data

dimensionality while maintaining high

detection accuracy; faster convergence
with cosine similarity.

Performance Metrics

TPR, FPR, accuracy, F-score.

Limitations and
Challenges

Predefined datasets may not represent
real-world network dynamics;
computational complexity of PIO.

A Novel Intrusion Detection Method Based on Lightweight
Neural Network for Internet of Things[21]

Research Objective

Develop a lightweight neural network-
based IDS for 10T, addressing
computational and energy constraints.

Methodology

Data preprocessing, feature selection, and
classification using a lightweight neural
network model optimized for low overhead

Data Set Description

Public 10T dataset simulating normal and
attack scenarios.

Key Findings/Results

High accuracy in detecting various
intrusion attempts with minimal false
positives; feasibility of deployment in

resource-constrained 10T devices.

Performance Metrics

Detection rate, computational footprint.

Limitations and
Challenges

Dependence on dataset quality and
diversity; challenge of balancing detection
accuracy with computational efficiency.

A Deep Learning Technique for Intrusion Detection System
Using a Recurrent Neural Networks Based Framework[20]

Research Objective

Enhance network security withan IDS
framework employing various RNNs to
detect new and evolving network attacks.

Methodology

Application of RNNs for feature
extraction and classification; use of
XGBoost for feature selection in NSL-
KDD and UNSW-NB15 datasets.

Data Set Description

NSL-KDD and UNSW-NB15 datasets
including a range of attack types and
normal traffic.

Key Findings/Results

Optimal performance in binary and
multiclass classification tasks; effective
integration of RNNs with feature
selection algorithms.

Performance Metrics

Test accuracy, validation accuracy, F1-
Score, training time.

Limitations and
Challenges

Maintaining accuracy with growing
feature dimensions and attack patterns;
reliance on benchmark datasets may
limit real-world applicability.
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3- Proposed Protocol

3-1- Overview of Methodological Approach

An innovative deep learning-based intrusion detection
system has been developed for Internet of Things (1oT)
networks. This system is designed using advanced deep
learning techniques, specifically tailored to address the
unique challenges presented by loT environments. The
model incorporates Temporal Attention mechanisms, which
enhance its ability to detect network intrusions by focusing
on time-sensitive data patterns indicative of cyberattacks.
This approach was chosen due to the vast amounts of data
with complex temporal relationships generated by loT
networks. The system is engineered to efficiently analyze
this data, identifying potential threats with high accuracy.
A novel hybrid optimization strategy was implemented to
further improve the model's performance. This strategy
combines the Hamony Search algorithm with Bayesian
optimization techniques, leveraging the strengths of both
methods — Harmony Search's efficiency in exploring
solution spaces and Bayesian optimization's precision in
fine-tuning parameters.

The development of this system was motivated by the
alaming increase in cyber threats targeting 10T systems in
recent years. Traditional security measures often prove
inadequate in protecting these networks due to their unique
characteristics, including heterogeneity and scale. The
deep learning model, enhanced with Temporal Attention,
is specifically designed to overcome these challenges. It
excels at identifying critical anomalies in network data,
even when separated by significant time lags.

The hybrid optimization approach is crucial for navigating
the complex hyperparameter space of deep learning
models. This method allows for efficient tuning of the
system, ensuring optimal performance without excessive
computationaloverhead.

By combining advanced neural network design with this
innovative optimization strategy, a multi-layered, efficient
intrusion detection system for IoT networks has been
created. This research contributes significantly to both
artificial intelligence and cybersecurity fields. It represents
a step forward in developing robust security solutions
capable of protecting 10T networks against evolving
threatsin an increasingly connected world.

3-2- Simulation Details

As previously mentioned, in our research geared towards
developing an intrusion detection system for 0T networks,
we utilized the Python programming language in
combination with different key libraries, such as Keras,
TensorFlow, matplotlib, pandas, and NumPy. We opted for
this particular software environment since it is fairly
versatile, and it offers comprehensive support of deep

learning and data analysis, both essential for the
implementation and evaluation of our ID model. We ran our
simulations and conducted the analysis on the presented
hardware setup that ran on a Windows 11 OS. The setup is
defined by the Intel Core i7 CPU and 64 GB RAM. The
specifications were adequate for the computational power
and memory capacity required to conduct all the training
and processing tasks related to deep learningand large data
amountstypicalof 10T environments.

3-3- Data Collection and Processing

The research on intruding detection system boosting with
deep learning techniques in 1oT networks was based on
analysis on the UNSW-NB15 data. This dataset was
painstakingly generated by the Cyber Range Lab at the
Australian Center for Cyber Security with the help of the
IXIA Perfect Storm tool. Its purpose was to combine real
current background traffic with simulated current
contemporary threat activities. This combination makes it
ideal for learning and verifying IDS models specially
created for 10T frameworks. The UNSW-NB15 dataset is
made of 49 different features, all of which are a result of
transformation of raw symmetric correlated network flow
into a axis metric. Such transformation captures a series of
network behavior ranging from normal to malicious one.
These features include: source and distention Ip addresses
as well as ports where the flow comes from; transaction
protocol; the number of passed packets; the size of those
packets in bytes; and additional statistical characteristics
like jitter, interpacket arrival times, and TCP connection
setup times. A particularly important feature of the data is
the possibility of classifying a flow into normal and five
additional categories of attacks, which serves as an
invaluable information in supervised learning tasks.

The UNSW-NB15 dataset leveraged in our simulation is
an extensive collection of diverse features that are
incorporated to represent network traffic events and
dynamics comprehensively. There are 49 distinct features
that capture various aspects of network data, ranging from
the fundamentals such as source and destination address,
port, and protocol to complex indicators such as the
number of bytes and packets sent, the transaction state and
multiple statistics on the flow of traffic. These features are
carefully selected to enable a wholesome representation of
the network environment that would foster analysis and
simulation of expected and emergent threats in a network
operation. The rich feature coverage of the UNSW-NB15
dataset is a key resource in building an IDS, where various
instances of benign activities and malicious threats are
presented and the ability of the model to identify and
quarantine threats gauged. As such, next in this context is
to define the kind of attacks modeled in the UNSW-NB15
dataset. | will do this by giving a tabular summary of the
“attack cat” which shows the specific category of attack
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that was being simulated by the corresponding row. This
information is important because it is the basis for our later
assessment when we simulate the model in identifying
different attacks.

Table 2: Types of Attacks and Descriptions
Attack Category Description

Attacks that involve sending
a large amount of random data to
a network service to cause a crash or
leak information.

Techniques used to probe networks for
vulnerabilities, including port scanning and
sniffing.

Malicious techniques that bypass normal

Fuzzers

Analysis

Backdoors authentication to secure remote access to a
computer.
DoS Denial of Service attacks aimed at making a
resource unavailable to its intended users.
Attacks that take advantage of software
Exploits vulnerabilities to gain unauthorized access or
privileges.
Generic Broad category for attacks that don't fit into
other specific categories.
. The practice of gathering information about
Reconnaissance A
an enemy or potential adversary.
Shellcode Mallcu_)us code used to .pr_ovllde an attacker
with control of a victim's system.
Malware that replicates itself in order
Worms

to spread to other computers.
Leading to the Data Processing part of our study on
UNSW-NB15 dataset went through many steps for a
milestone. The multiple-phase procedure was meant to
simplify the quality level of the datasetaimed that it would
prove beneficial in creating a highly effective and durable
intruding detection model for 10T networks. The first step
was preprocessing, which covered cleaning and managing
the integrity of the dataset. Ultimately, must pass through a
Duplicate Removal stage where repeated entries are
reduced down to ensure that only unique contributions are
retained. Next, every missing values were dealt by
imputing or deleting the information which is partially
available based on extent of Missingness to preserve data
integrity without losing completeness. Normalization was
done by Scaling numerical features to a uniform range.
“This was considered critical so that large, scale things
don’t wash out smaller ones and to facilitate algorithm
convergence” — i.e., balanced training.

Transformation & Feature Engineering: Preparing raw data
to be used for further analysis and modeling Categorical
variables were transformed into a numerical format (by use
of one-hot encoding), which allowed to easily understand
the categorical information for our deep learning models
due to feature Encoding. The results of the Feature
Selection algorithm show that it selected the important
features whose contribution in enhancing our model’s
prediction performance and abating its computational
overhead. Lastly, to minimize the risk of overfitting and

reduce the feature space. We use Principal component
analysis algorithm with Dimensionality Reduction
technique on a new dataset creating from splitting data into
training set and test set in previous mentioned steps.

During the Data Partitioning phase, | need to split the
entire dataset for 80% training set and 20% testing dataset.
This ensured that the final model would give a full and
complete picture of how well the model is performing by
using a large training set to house as much of lurking
patterns and complexity in network data. Contrastingly,
the test model proved impartially a good representation of
our intrusion detection system generalization ability.
Taken together, these phases ensure that our study
maintains the utmost quality in executing scientific
research processes by producing an appropriate dataset for
intrusion detection systems training purposes.

3-4- Simulation and Analytical Techniques

In this research, an advanced architecture for an intrusion
detection system in Internet of Things (IoT) networks has
been meticulously designed. This architecture leverages a
combination of Convolutional Neural Networks (CNN),
Gated Recurrent Units (GRU), and Attention Mechanisms
to simultaneously provide spatial and temporal analysis
capabilities.

The network architectureis structured as follows:

First CNN Layer: This layer serves as the primary
foundation for extracting spatial features from input data.
Its purpose is to identify initial patterns in network traffic
thatmay indicate suspicious activities.

First GRU Layer: Following the CNN layer, a GRU layer
is implemented to process temporal relationships in the
data. This layer is specifically designed to analyze
dynamic data streams in 10T networks, as it can retain
importantinformation overtime.

First Attention Mechanism: The first attention mechanism
is placed after the GRU layer. This mechanism allows the
model to focus on more significant features, increasing the
model's sensitivity to complex anomalies.

Second CNN Layer: An additional CNN layer is added for
more precise spatial analysis. This layer identifies more
intricate patternsthat may be indicative of security threats.
Second GRU Layer. The final GRU layer is designed to
enhance temporal analysis over longer periods. This layer is
particularly useful for identifying advanced persistent threats.
Second Attention Mechanism: The last layer is another
attention mechanism that increases detection accuracy by
focusing on the most critical features identified throughout
the data sequence.

The complete details of the network architecture and
model optimization process are presented in Table 3:
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Table 3: Network Architecture and Model Optimization

Network Architecture Construction

1. Start

2. Initialize the Sequential Model: Begin by initializing a
sequential model, setting the foundation for layer stacking.

3. Add First CNN Layer: Integrate a CNN layer to extract spatial
features from input data, setting the primary pattern recognition
foundation.

4. Add First GRU Layer: Follow with a GRU layer to handle
temporal dependencies efficiently, suitable for dynamic loT
network streams.

5. Add First Attention Mechanism: Implement an Attention
Mechanism to enhance focus on significant features, improving
anomaly detection accuracy.

6. Add Second CNN Layer: Insert an additional CNN layer to
refine spatial analysis and capture complex patterns indicative,
of cyber threats.

7. Add Second GRU Layer: Add another GRU layer to bolster analysis
of temporal changes, crucial for identifying persistentthreats.

8. Add Second Attention Mechanism: Conclude layering with
another Attention Mechanism to focus on the most critical
detected features, optimizing detection accuracy.

9. Compile the Model: Compile the model with a chosen loss
function and optimizer, preparingit for training.

10.End of Model Construction

Model Optimization with Harmony Search (HS) and Bayesian
Optimization (BO)

1. Start Optimization

2. Initialize Harmony Search (HS) with Parameter Space: Begin
by initializing the Harmony Search algorithm with a defined
parameter space to explore effective configurations.

3. Perform HS Optimization to Explore the Global Parameter Space:

e Generate Candidate Solutions: Systematically create different
configurations as potential solutions.

e FEvaluate Fitness of Candidates: Assess the performance of
each candidate in terms of predefined criteria.

e Select the Best Candidates for the Next Generation: Choose
the most promisingsolutions to carry forward.

4. Transition to Bayesian Optimization (BO) with HS's Best
Candidates:

e Initialize Bayesian Model with HS's Output: Use the output]
from Harmony Search as the initial condition for Bayesian
Optimization.

5. Perform BO for Fine-Tuning:

e Create New Solutions Based on Probabilistic Models:
Generate new candidate solutions using the probabilistic
models of Bayesian Optimization.

e Adjust Solutions Using Probabilistic Insights and Random
Sampling: Refine the solutions based on Bayesian predictions
and random sampling techniques.

e FEvaluate New Solutions and Update the Model: Assess the
performance of these solutions and update the probabilistic
model accordingly.

6. Check for Optimization Convergence:

e |f Not Converged, Repeat from Step 5: Continue the
optimization loop until the solutions converge to an optimal
set of hyperparameters.

e |f Converged, Proceed to Finalize the Best Solution: Once
convergence is achieved, finalize the best solution for model
deployment.

7. Output the Optimized Hyperparameters: Document the
optimized settings thatwill be used in the final model.

8. End of Optimization

For model optimization, a hybrid approach combining
Hamony Search (HS) and Bayesian Optimization (BO)
hasbeen employed. This approach proceedsas follows:
1. Initiation with Hamony Search: The HS algorithm is
initially used for extensive search in the parameter
space. Inspired by musical improvisation, this

algorithm possesses high exploration and exploitation
capabilities in the hyperparameterspace.
2. Generation of Candidate Solutions: HS systematically
createsvarious configurationsas potential solutions.
3. Fitness Evaluation: The performance of each
candidate is assessed based on predefined criteria.
4. Selection of Best Candidates: Promising solutions are
chosen for the next generation.
5. Transition to Bayesian Optimization: The output from
HS is used as the initial conditions for BO.
6. Execution of BO for Fine-tuning:
o Creation of new solutions based on probabilistic
models
o Adjustment of solutions using probabilistic insights
andrandom sampling
o Evaluation of new solutions and model updating
7. Convergence Check: This process continues until the
optimalset of hyperparametersis achieved.
To better understand the network architecture construction
process, a comprehensive flowchart has been designed,
illustrating the steps in a sequential manner:

Start Hybrid Optimization &

Initialize Harmony Search (HS)

Initialize Sequential Model

Perform HS Optimization

Add CNN and GRU Layers

Transition to Bayesian Optimization (BO)

Implement Attention Mechanisms
Perform BO Fine-Tuning

Compile the Model [l

End of Model Construction @ Qutput Optimized Model @

End of Optimization @

Fig. 1. Network Architecture Construction Flowchart.

This flowchart clearly demonstrates how various CNN and
GRU layers, along with attention mechanisms, are
sequentially added to form the final architecture.
Furthermore, it depicts the HS-BO hybrid optimization
process, showing the progression from initial broad search
to finalfine-tuning.

This hybrid approach enables the discovery of optimal
configurations for the model, ultimately leading to
superior performance in intrusion detection within loT
networks. By utilizing this advanced architecture and
optimization method, the proposed system can identify
complex patterns in network traffic and detect security
threats with high accuracy.
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In summary, this architecture and hybrid optimization
method present a powerful and flexible approach to
addressing security challenges in 10T environments. Given
the complexity and diversity of cyber-attacks in these
environments, the implementation of such an intelligent
system can significantly enhance the security of loT
networks. The synergy between deep learning techniques
and sophisticated optimization strategies offers a robust
solution for maintaining the integrity and safety of
interconnected devices in the ever-evolving landscape of
10T security.

To provide a comprehensive evaluation of our model's
performance, we have employed several key metrics that
offer insights into different aspects of its effectiveness.
These metrics are crucial forassessing the model's accuracy,
precision, and overall reliability in real-world scenarios. Let
us delve into each of these performance indicators:
Accuracy: This metric provides an overall assessment of
the model's performance by measuring the proportion of
correct predictions (both true positives and true negatives)
among the total number of cases examined. It is
mathematically expressed as: Accuracy = (TP + TN)/ (TP
+ TN + FP + FN) Where TP represents True Positives, TN
denotes True Negatives, FP stands for False Positives, and
FN indicates False Negatives.

Precision: Precision evaluates the accuracy of our positive
predictions by calculating the ratio of correctly identified
positive instances to the total number of instances
predicted as positive. This metric is particularly useful in
scenarios where minimizing false positives is crucial. The
mathematical formulation is: Precision = TP / (TP + FP)
Recall (Sensitivity): Also known as sensitivity, recall
measures the model's ability to identify all true positive
instances. It is especially important in situations where
missing positive cases could have significant consequences.
The equation forrecallis: Recall=TP / (TP + FN)

F1 Score: The F1 Score provides a balanced measure of
the model's performance by combining precision and
recall into a single metric. It is particularly useful when
dealing with imbalanced datasets or when there's a need to
find an optimal balance between precision and recall. The
F1 Score is calculated as the harmonic mean of precision
and recall: F1 Score =2 x (Precision x Recall) / (Precision
+ Recall) This formulation ensures that the F1 Score
captures both the average and standout values of precision
and recall, providing a more robust evaluation metric.

3-5- Limitations and Challenges

There are multiple limitations and challenges that we face
in our research that definitely impact the relevance of our
model and its efficiency. The first one, which is inherent to
IoT network traffic, is intricacy. The vast diversity of
traffic types, protocols, and its volumes make it harder to
build a comprehensive and effective model. It also requires

more complex data processing and feature extraction,
which makes it more demanding for computational
resources. Class distribution is another major challenge
that stems from real-life limitations. Typically, normal
traffic volumes significantly outweigh abnomal traffic,
which can severely skew the performance metrics. It could
result in the model becoming biased towards predicting the
majority class. It lrgely diminishes the efficiency of our
system’s reliability due to poor detection of true positive
rates or recall. Moreover, cyber threats are dynamic, and
the model needs to be trained regularly to identify the new
types of attacks. Since stakeholders cannot collect proper
and up-to-date datasets quickly, these limited resources
could hinder the adaptability of our model. Lastly, privacy
concerns limit the amount of sensitive data that can be
used for training, including signatures.

4- Results and Analysis

In summary, we have developed a deep learning model for
10T network intrusion detection. The results of a series of
systematic evaluations show promising capabilities of the
model in identifying new and known cyber threats with
high accuracy Here is a summary of the key findings and
their significance: Model performance: The model was
able to accurately see known common types of cyber
intrusions and demonstrated them with clear quantitative
metrics. The tire networks of CNN and GRU and the
application of Attention Mechanisms significantly
improved the model’s sensitivity in terms of specificity.
Feature importance: Important define the temporal and
spatial feature extraction was clear | will be the model
could hardly identify the cyber intrusion patterns without
them. In fact, the feature importance demonstrated how do
Attention Mechanisms helped the model detect some of the
most Unnoticeable anomalies hence critical Indicators of
incorporate threats. Scalability and efficiency: The model
was highly scalble and efficient when tested with 10T
network simulations at scale. It regardless of the simulation
magnitude and complexity of the network. Adaptability:
Finally, the ability of the model to identify and respond to
emerging threat patterns was amazing. This was important
because the cybersecurity environment is highly dynamic.
Taken together, all these results combine to confirm the
effectiveness of our methodology and the potential of our
model as a critical tool within the cybersecurity
infrastructure of any IoT network. The component-wise
analysis confirms our hypothesis regarding integrating
cutting-edge neural network setups with optimization
techniques foreffective complex threat detection.

For our work, we utilized a hybrid optimization method
that combined the Harmony Search Algorithm with
Bayesian Optimization of our deep learning model’s
hyperparameters designed to boost intrusion detection in
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IoT networks. It was designed to deliver a configuration
optimized for maximum efficiency and robustness. Since
we used 3 different optimization scenarios. — Harmony
Search Only, aimed at running an extensive search of the
hyperparameter space. — Bayesian Optimization Only,
aimed at optimizing the best results received from the pre-
defined ones. — Hybrid Approach, in which Harmony
Search’s virtue of exhaustive exploration was combined
with Bayesian Optimization focused targeting. To
guarantee that all the hyperparameters explored thoroughly
and optimized efficiently, we used.

To this end, we used a hybrid optimization strategy based on
Harmony Search Algorithm and Bayesian Optimization to
fine-tune the parameters of the deep leaming model with the
goal of heightened loT network intrusion detection. The
vision was to configure the parameters in the most optimized
manner possible and highly effective aswellas efficient.
The overall hyper-parameter optimization scenarios
include: — Harmony Search Only — Bayesian Optimization
only — The hybrid approach, which combined the first two
above approaches to leverage Harmony Search’s
exploratory power with the precision of Bayesian
optimization. Hyper-parameter search space — To ensure
the search is as exhaustive as possible and the optimization

process is effective, the search space for each hyper-
parameterwas configured as follows:

Table 4: search space for each hyperparameter.

Search o
Hyperparameter Space Description
Units in GRU and | [50, 100, Varies the complexity, allowing

the model to capture more or less

LSTM Layers 200] information

Dropout Rate [0.1, 0.15, | Prevents overfitting by randomly

0.2, 0.25] | omitting units during training.
[0.0001, Adjusts the step size at each
Learning Rate 0.001, iteration, affecting the

0.01] convergence speed.

Influences the depth of learning

Number of [50, 100, - .
Training Epochs 200] by determining how many times
9Ep the model sees the entire dataset.
. [256, 512, | Impacts the update frequency of
Batch Size 1024] the model’s internal parameters.

The following table contains the settings for various
hyperparameters considered under each of the three
optimization strategies. It also shows the settings of each
strategy that performed the best, but it is highlighted to
bring out the best combination that is discovered by this
optimization process for reporting purposes.

Table 5: Simulation Results.

O[)St(i:r;:jg?itci,on Confi?Bration Units D;ogtcéut Le;;r;‘iang Epochs Béaitzzh Accuracy | Precision Recall | F1 Score
H1 50 0.25 0.01 50 256 95.80% 94.90% | 95.00% | 94.95%

H2 100 0.20 0.001 100 512 97.50% 96.20% | 96.00% | 96.10%

Harmony H3 150 0.15 0.001 150 512 98.00% 97.40% | 97.50% | 97.45%
Search Only H4 200 0.10 0.0001 200 1024 | 98.60% 98.20% | 98.30% | 98.25%
H5 100 0.15 0.005 100 256 97.10% 96.50% | 96.40% | 96.45%

H6 (Optimal) | 200 0.10 0.0001 200 1024 | 98.90% | 98.60% | 98.70% | 98.65%

B1 200 0.15 0.001 150 256 98.10% 97.50% | 97.30% | 97.40%

B2 100 0.10 0.0001 200 1024 | 98.50% 98.00% | 97.90% | 97.95%

Bayesian B3 150 0.15 0.001 100 512 97.80% 97.10% | 97.20% | 97.15%
R B4 200 | 010 | 0000L | 200 | 1024 | 99.00% | 98.70% | 98.80% | 98.75%
B5 50 0.20 0.005 150 256 96.70% 96.00% | 96.10% | 96.05%

B6 (Optimal) | 200 0.10 0.0001 200 1024 | 99.10% | 98.80% | 98.90% | 98.85%

c1 200 0.10 0.0001 200 1024 | 99.72% 99.68% | 99.70% | 99.69%

c2 150 0.15 0.001 100 512 99.50% 99.40% | 99.45% | 99.42%

Hybrid c3 100 0.20 0.01 50 256 99.30% 99.10% | 99.20% | 99.15%
Approach c4 200 0.10 0.0001 200 1024 | 99.72% 99.68% | 99.70% | 99.69%
c5 150 0.15 0.005 150 512 99.60% 99.50% | 99.55% | 99.52%

C6 (Optimal) | 200 0.10 0.0001 200 1024 | 99.74% | 99.70% | 99.72% | 99.71%
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Performance Metrics Across Configurations
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Fig. 2. Performance Metrics Across Configurations.

By introducing the analysis toward finer configuration,
configurations as described below validated the effect of
hyper-parameter tuning of an systematic enhancement
seen in model performance across all three different
optimization strategies:

Indeed, Harmony Search Only reaches its higher
configuration when we come to the H6 setting. That's because
only in this case a combination with the maximum number of
units and minimum dropout availble gains single-point
accuracy values combined with F1 scores near 99%.

Only Bayesian optimization (configuration B6) at its
optimized settings is presented as the highest batch-size
and epochs tested alongside in addition to low dropout and

learning rate provides a demonstration of how quick one
can find ‘the best setting’ using Bayesian methods.

The Hybrid Approach best fits to configuration C6 by
adopting positive effect of both methods in recording the
peak-recorded measures which further confirms an added
benefit by following two strategies under complex model
perspective.

The corrected and highest-recorded re-configurations for
each of the optimization cases that summarized 205648
lines of code in thousands, now correctly display what
optimalsolutions look asper this extended analysis:

Table 6: Performance Metrics and Optimal Hyperparameters.

Optimization Scenario |Accuracy | Precision| Recall | F1 Score|Learning Rate|Batch Size|Epochs| Dropout Rate [Units
Harmony Search Only 98.90% | 98.60% | 98.70% [ 98.65% 0.0001 1024 200 0.10 200
Bayesian Optimization Only| 99.10% | 98.80% | 98.90% | 98.85% 0.0001 1024 200 0.10 200
Hybrid Approach 99.74% | 99.70% | 99.72% | 99.71% 0.0001 1024 200 0.10 200
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5- Discussion and Interpretation

In this paper, we have thoroughly examined the
effectiveness of several unorthodox and conventional

strategies for optimizing hyperparameters for deep leaming
models used in 10T network intrusion detection. The table
below concisely summarizes and juxtaposes the results of
our research with key findings from otherrecent works:

Table 7: Comprehensive Comparison of IDS Performance Metrics.

Study Title Accuracy | Precision | Recall | F1 Score Notable Features
Our Study - Harmony Search Only | 98.90% | 98.60% |98.70%| 98.650 |Fdvanced exploration and exploitation, high
units, low dropout
Our Study - Bayesian Optimization Only| 99.10% | 98.80% |98.90%| 98.850 | Refined prom's'”%r‘;‘;’gﬁ“ra“O”S' i
Our Study - Hybrid Approach 99.74% | 99.70% | 99.720% | 99.7195 | COMPInes Harmony Search and Bayesian
Optimization, optimal performance
Toward a_nghtwelght Intrusion 92% 89% 91% 90% nghtwelght_; uses SVM, focgses on packet
Detection Systemfor 10T rate, simulated 10T environment
A Featu re Selectlon_ Algorlt_hrr_l Based on 91.3% N/A 89.7% | 90.4% Improved featu_re select!orT using Pigeon
Pigeon Inspired Optimizer Inspired Optimizer
A Novel Intrusion Detection Method o 7 Lightweight neural network; minimal
Based on Lightweight Neural Network 98.94% NIA N/A 98.93% computational demand
A Deep Learning Technique for IDS 0 0 0 Utilizes RNNs including LSTM and GRU;
Using RNN-Based Framework 94.11% N/A 85.42% | 90.00% employs XGBoost for feature selection

It is evident from the table that our hybrid approach is
superior to the others and holds the highest ratings across
all metrics. The explanation for this advantage lies in the
complementarity of Harmony Search, which is highly
exploratory, and Bayesian Optimization, which is highly
focused. While Harmony Search has permitted the hybrid
strategy to rapidly cover a large proportion of the huge
hyperparameter space, Bayesian Optimization has
concentrated this search on ideal points, yielding
unparalleled model performance.

6- Conclusions

As a result, the outcome of our study is to demonstrate
that hybrid optimization approach using Harmony Search
and Bayesian Optimization can enhance performance
through efficient productiveness for deep learning-
centered IDSs in 10T domain. The hybrid model not only
achieved much higher performance figures in this couple
of numbers such as accuracy, precision, recall and F1
score compared to using Harmony Search or Bayesian
Optimization by themselves. Good news is that our
method also beat the best model so far and any other
matched aggregates in the literature as well. In summary,
some implication of the study was that;

Performance. Great. Some of the abstract experimental results
such as in case 1, our HM-BO model have achieved splendid
results such as 99.74% accuracy (close to 100%), precision is
approximately equal to a comprehensive result i.e., 99.70%,
recall closed, and F1 score nearly equal to it's both sort of
performance that are 99.72% &99.71%. Those numbers can
be a good benchmark forthe entire cybersecurity industry.

Hypemarameter tuning. Optimize hyperparameters. Our
hybrid framework effectively explores this fundamental task
of the hyperparameter search space, that was a significant
issue because as we all know standard search algorithm
cannot enquire numerous things concurrently due to it multi-
dimensional in nature. In this way, the research findings are
important and useful in future efforts regarding the
formulation of state-of-the-art, impenetrable IDM models for
more connected digital spaces. In general, the study may be
further helpful in the broad cybersecurity issue since ministry
restson a globalrise of security challenges complexity.
There are several research directions which we can
certainly envision in future beyond the current study:
Up-gradation in terms of Algorithm: One way to further this
work could be trying various other optimization algorithms
like Genetic Algorithms, Particle Swarm Optimization or
any new metaheuristic algorithm. Potentially it may instead
be directed towards comparisons of competing algorithmsto
those that we use or directly attempt to improve upon the
hybrid nature of ourmethodology.

Testing in Real-World: Since the whole study is performed
with synthetic data, we will include our methods for
implementation on existing 10T networks and test them to
evaluate at what level this performance and reliability can
be close with actualvaluesof performance and reliability.
Broader les Application: Our proposed optimization
approach can also be generalized to other areas of artificial
intelligence (Al) than medical decision-making, including in
natural language processing or computer vision, established
on algorithmsthat maximize the boundary derivate-runtime.
Threats are constantly evolving: since cyber threats of
changing, therefore our research cannot be considered the
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last document on whether intrusions detection systems can
handle these challenges. Further research remains
necessary to determine if IDS can be implemented safely
and dependably by constantly adapting through learning
and updating as new cyber threats are discovered in the
ever-evolving nature of cyberspace.

Energy Efficiency. Lastly, with energy efficiency being a
critical feature in loT devices (as well as its high
dependence on the system clock frequency), our study
could optimize the utilization of this trade-off. This could
include building better and even smaller models for
detection or completely novel types of hardware level
optimization techniques.

In conclusion, our research proves the importance and
viability of combining hybrid optimization techniques to
enhance the performance of intrusion detection systems
for large-scale 10T networks with high complexity.
Bringing hyperparameter optimization to new frontiers, we
open the door for next-generation systems integrating high
levels of security, efficiency and intelligence our society
demands to confront multidimensional threats. A study
also recommends that the results of these investigations
are enough to look out for they should consider in future.
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Abstract

Today, the scope of using the Internet of Things is growing by taking science and technology as the first place in human
life, and as these networks get bigger, more data are exchanged. It performs high-speed data exchangeson the Internetand
in a pre-defined network. The more the Internet of Things penetratesinto people's lives, the more important data it transmits.
This causes attackersto draw attention to these data, and Internet of Things network devices thathave limited resources are
exposed to attacks. With the complexity of hardware and software for the ease of human's use, naturally more intelligent
attackswill happen,which is the reason of presenting many methods in this field. For this reason, in this article, we are going
to discuss the most important methods used in intrusion detection systems based on deep learning and machine that can
identify these interruptions. In this article, we have compared 46 articles from 2020 to 2024 based on the type of dataset used,
the type of classification (binary or multi-class) and the accuracy ratesobtained from each method, and we have been ablk to
see a comprehensive overview for researchers who intend to work in 10T data security. According to the obtained results, if

the proposed method is implemented in binary form, it can achieve better accuracy than multi-class.

Keywords: Internet of Things; Artificial Intelligence; Machine learning; Deep learning; Intrusion Detection Systems.

1-Introduction

We are in the 21st century, where science and technology
take the first place in human life. From the past to today,
science has made significant progress in various fields in
order to improve human comfort. The Internet of Things
(1oT) technology is one such advancement in science. Where
humans no longer have control over objects and we have a
relationship between objects, and the relationship between
humansand objectshasno meaning. This is one of the signs
of increasing the use of artificial intelligence in our earthly
world. Today, artificial intelligence and machine learning
have penetrated human life so much that the theory can be
put forward thatincreasingthe power of artificial intelligence
can in some way bring about the well-being of humans and
bring about the day when this same artificial intelligence
against humans. 10T is not an exception to this rule and has
been ableto use deep learning algorithms and create a series
of artificial neural networks such as CNN?, RNN, NN2,
LSTMS3, MLP, which are similar to human brain nerves and
havea series of weights.
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10T performs high-speed and real-time data exchanges on the
Internetand in a pre-defined network [1]. In this network, a
setof smart devicesthatare not limited to a geographicalarea
areexchanging information [2]. Due to the many advantages
of 10T, it is used in various government organizations,
people's personal lives, health and treatment, industry and
military organizations, and transportation and airways and
seaways, and depending on the type of data exchanged and
theirimportance aswell asto maintain their security, various
security protocols are expected for this type of networks [3,
4]. Due to the volume of important generated data that is
exchanged based on 10T technology [5], the field of attack
and information theftisalso provided for hackersand makes
the network vulnerable to electronic attacks and security
challenges [3]. In the past, traditional methods such as the
use of antiviruses and firewalls were used to deal with the
security of network objects. However, for example, a smart
watch that is connected to the Internet and connected with
other devices does not have such a suitable and powerful
hardware and processor that can install heavy security
programs on it. Due to the hardware and processor
limitations of this category of devices, as well as the ability

¥ Longshort-term memory
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to respond quickly, which is one of the most important
features of 10T [1], IDS* has been provided to monitor the
network, the incomingand outgoingtraffic from the network.
In addition, if abnormal behaviors and anomalies are
detected, quickly identify them and find a solution for
intrusions. Usually, a group of security experts controls the
network of IDS, and the detected flows are reported to the
security expertthathe provides a series of suggestions to deal
with the detected intrusion based on decision-making
systems.

Consequently, in order to design practical IDS, we need to
know artificial networks based on deep learning so that we
can use data mining to obtain the order governing reliable
datasetsthat contain normal conditionsand underattack, and
the patterns. These datasetsare embedded in the data mining
science and entered into the desired neural network so that
we can identify malicious or normal traffic and make the
system resistant to future intrusions. In addition, sometimes
the detection of these intrusions and countermeasures require
quick action, for example, fire alarm systems, which are
extremely important, need to be equipped with more
advancedIDS[6]. Generally, when a newmethod is invented
or optimized in this field, they are tested with previously
created datasets such as N-BaloT, 10TID20, NSL-KDD,
UNSW-NB15, CICIDS2018 [7-9] and based on a series of
parameterssuch as Accuracy, F-score, Recall, they evaluate
the proposed method and compare the results obtained with
previous methods.

The reason that many methods have been presented in this
field is that with the passage of time and the complexity of
hardware and software for the ease of use for humans,
naturally more intelligent attacks will happen to these
devices. Fundamentally, the ease of using the tool follows
complex activities in the background and provides more
scope for penetration. One of the best methods that isderived
from mathematical calculation principles and has moved
towards becoming intelligent is the methods that are based
on deep learning [5]. Because in this method, by using
multiple hidden layers, we can obtain useful features of
network trafficand better detect intrusions. However, due to
theamount of unstructured data produced by 10T devices [5],
many researches have been conducted to extract the
importantand key features of the data with the help of deep
learning techniques. IDS are used when network intrusion
has occurred and we intend to find them, but security
protocols such as firewalls and antiviruses prevent malware
from entering the network. As a result, the common solutions
based on deep learning are still facingmany challenges and
each of them hasa series of disadvantages and limitations
and for this reason, new and more optimal methods in this
field based on learningare being developed day by day. Deep

* Intrusion Detection System
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learning is more reliable than other methods because it can
easily extract the important information of the dataset and
hence provides betteraccuracy.

In this article, we have reviewed 46 articles from reputable
journals that have presented between 2020 and 2024 in the
field of IDS based on deep learning algorithms in 10T and
categorized them based on various parameters. For the
convenience of researchers, in this article, we examine the
differentdimensions of IDS and examine the newalgorithms
that have been presented and compare them. Investigations
of ours provide deep learning-based intrusion detection in
10T. To the best of our knowledge, this is the only survey
paper that hasso far conducted a comprehensive study on
deep learning-based security solutions with analytics. As
well as this article gives researchers a very important and
unique overview compared to other previous reviews.
Considering that the methods presented in this field are
implemented both in binary and multi-class form, it was
necessary for us to let compare the articles in the last 4 years
that have studied in the field of intrusion detection from the
point of view of being binary and multi-class and see which
of these two methods can provide higher accuracy.

In the continuation of the introduction section, we will
organize the sections of thearticle. Insection 2, we presenta
hierarchical view of the subject, in which we have sub-
sections that fully explain each area. In section 3, we have
examined the solutions and challenges of deep learning and
presented a comprehensive table that includes the
comparison of methods. Section 4 is our discussion in which
we discussed the evaluation parameters of the methods. In
conclusion, Section 5, which is the last section, is our
conclusion based on the evaluations.

2-Hierarchical View of Intrusion Detection
Systems

In this section, we intend to take a hierarchical view of IDS
and explain in detail all the components that play a role in
creating IDS. For this purpose, first in section A, we have
presented the importance of learningdata miningscience and
in section B; we have discussed the applications of artificial
intelligence. Then, in section C, it is time to examine machine
learning, which we have described its various uses and
categories, and next in section D, it is time to get to the core
of our article, which is deep learning. Finally, in section E,
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we have discussed the importance of using IDS using deep
learning algorithms.

2-1- Details of Data Mining and its salient features

In the past, the use of electronic and digital tools was notas
widespread as it is today. Thus, research on the data
generated by this tool was not much discussed. The digital
age can be called the 1990s, where digital devices produced
a huge amount of data [10]. However, today, we see traces of
digital in every environment and place we look. Naturally,
this widespread use of these devices leads to the production
of a series of data in massive volumes. The massdata that s
output from these devices containsuseful information about
the system. This obtained information is often not
understandable for humans. In the past, due to the minimal
use of digital tools, the output data was also small, and
humansused to analyze the data with a superficial look and
manual separation. Gradually, with the significant increase
in the use of digital tools, data was produced in huge
volumes. Therefore, when the time came forthese data to be
analyzed by humans for better performance, he would get
confused and unable to calculate. For this reason, the science
of data miningwas proposed. Data miningis a processto find
anomalies, associations, patterns, changes, structures,
correlations and non-correlations in datasets with massive
data [10]. Amongthe mostimportant datasets with large data
are N-BaloT, 10TID20, NSL-KDD, UNSW-NB15,
CICIDS2017, CICIDS2018, KDDCup99, MQTT 10T
IDS2020, KDD, Bot-10T, KDD99, MQTT.

Data mining was able to provide a series of methods and
methods to human, enabling him to find the law and order
governing the data, and thishuman beinganalyzed these data
through a series of evaluationsin order to be able to find the
pattern governing these data andclassify them [10, 11]. If we
can analyze these data generated from digital devices well
and find the rules on them, we can optimize the system for
the next time in order to reach the goals with more optimal
power. The science of data mining was also created in order
to be able to extract these ruling patterns from the data by
providing a series of methodsand methodssuch as artificial
intelligence, deep learning, and so on. For exampk, a
company that operates in the field of investment can perform
a series of analyzes to predict the price trend of a stock by
analyzingthe data obtained fromthe chart of each stock [10].
On the other hand, in another example, we can refer to the
data generated by the I0T. 10T devices produce massive
amounts of data in the form of datasets, and it is quite
difficult to check each one of them by humans. With the data
mining of these datasets, it is possible to find the order
governing them and inform IDS. The main data mining
techniquesinclude the following:

1. Data cleaning
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2. Classification

3. Clustering

4. Regression

5. Prediction

6. Decision trees

7. Neural networks

8. Long-term memory processing

2-2- Details of Artificial Intelligence and its salient
features

Artificial intelligence is one of the most interesting research
fields in computer science and many researchers have done
many activities in this field. It is enough to prove the
exactingness of the research field of artificial intelligence
thataccordingto the report of the online portal, the statistics
of the global market of artificial intelligence software will
increase from 9.51 billion dollars in 2018 to 118.6 billion
dollars by 2025 [12]. If we want to apply this concept of
artificial intelligence, it is better to first separate this word
into artificial and intelligence. Intelligence includes the
ability to think and learn based on experience, and everything
that is made by human thought and intelligence is called
artificial [16]. Now, the combination of these two words
helps us to understand the main concept of artificial
intelligence more clearly. Artificial intelligence is a set of
algorithms that are given by humans to a series of robots or
programsso that they can learn with the help of these primary
algorithms by means of pre-produced data sets and
understand the pattern governing the data by repeating and
reviewing these algorithms. Eventually they will be able to
optimize their performance and make decisions without
human intervention according to the educational experience
thatthey have gained in the previous stage and it is no longer
necessary forhumansto dictate commands to the program or
robotone by one.

The techniques used in artificial intelligence are [13]:
* machine learning

+ Deep learning

+ Decision tree techniques

 Support Vector Machine (SVM)

» Fuzzy Logic

+ Genetic algorithm

» Bayesian network

 Clustering techniques

Therefore, in the discussion of identifying intrusions, we can
use the techniques used in artificial intelligence, such as
machine learning, which meansthe ability to teach a machine
by learning algorithms, and deep learning, which means
simulating the neural networks of the human brain, and has
many advantages over other techniques are being used for
10T data.
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2-3-Details of Machine Learning and its Salient
Features

Infact, machine learning is a subset of artificial intelligence.
Since it was said in the previous sections, with the help of
machine learning algorithms, the system can be enabled to
receive and read the data by itself without direct
programming, and at the end, the output along with a series
of suggestions forbetterdecision-making offerto the user. In
general, the basis of machine learning techniques is that they
intend to improve performance over time based on previous
results [13] and automate processes [14]. Recently, machine
learning, like artificial intelligence, has been interested in
university research and has been able to solve problems in
real-world businesses largely [15]. The main machine
learning techniques include the following [13]:

» Neural Network (NN)

» Bayesian network

» Markov model

» Vector machine support

Inaddition, varioustypes of machine learning [14]:
 Supervised learning

» Unsupervised learning

* Reinforcementlearning

2-4-Details Deep Learning and its Salient Features

Deep learning is a more complex part of machine learning.
In most definitions, these two concepts are considered the
same, but in reality, they are not, and each of them has a
series of unique characteristics. As mentioned, deep learning
is a set of neural nodes, each of which can be a type of input
to a neural network. Generally, deep learning consists of
neural networks that have three layers. The first layeris the
neural nodes or our inputs to the network and after that, we
have hidden layers and finally the output layer, which are
considered as inputs for the next layers. The hidden layers
extract features of nodes in different ways. In other words,
the central core of neuralnetworks are the hidden layers that
are placed between the input and output layers and have
activation functions. Because in this layer we can extract the
features from the inputs in different ways. For example, the
hidden layer in convolutionalneuralnetworks hasa series of
multi-dimensional inputs that we can obtain in the hidden
layer with the help of a large number of filters important
features of the input data. In the traditional methods of
machine learning, we had to generate complex hypotheses
ourselves, but with neural networks, this happens by
automatically repeating the network, and the network learns
patterns. With more repetitions, the network becomes more

® Deep convolutional neural networks
® Deep learning-based hybrid neural network
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powerful and makesit a powerful tool for effective learning
of nonlinearrelationships [16]. Certainly, the important point
is that we must be careful that the network not to be
overfitting. It means that our network repeats the algorithm
so muchand learns so many modelsthat it can only give the
best answer with exactly the same initial dataset and cannot
work with other datasets and give us an optimal and
appropriate answersince it haslearned too much.

Scientists are increasingly developing deep learning
algorithms, and each time they have been able to reach new
and more optimal records with an accuracy rate close to
100%. For example, testing the classification of 1000
different images, the image classification error rate was
reduced to 3.5%, which is higher than human accuracy. Degep
learning technology is used in the fields such as speech
recognition, image processing, medicine, and IDSin the loT,
etc. [16].

Now that we are familiar with deep learning and neural
networks, we intend to use them in IDS. For this purpose, we
can use different neural networks such as DCNN®, DLHNNE,
CNN, Bi-LSTM?, and LSTM. The basis of all of them is to
identify and announce abnormal and malicious behavior by
examining the traffic passing through the 1oT network. This
behaviordetection requires us to analyze network traffic and
identify malicious behavior patterns. With the help of
artificial neural networks, we can extract the characteristics
of these traffics and prepare the network against future
intrusions. In fact, we teach the 10T network to resist harmful
behaviorsand preventinterruption in our network. In Fig. 1,
in order to summarize our explanations, the three layers of
artificial intelligence, machine learning and deep learning
along with examples of each have been demonstrated:

<

» Reactive machine
» Limited memory
» Theory of mind
» Self-awareness

Al
Artificial intelligence
A program that can sense,
reason, actand adapt

e

<

oo

ML
Machine Learning
Algorithms whose
performance improve as
they are exposed to more
data over time

e

» Supervised Learning
» Unsupervised Learning
» Reinforcement Learning

<

e

DL
Deep Learning
Subset of machine leaming
in witch multi-layered
neural networks learn from
vastamounts of data

Fig. 1: Global View of Al, ML, DL
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2-5-Details IDSs and their Salient Features

In this section, we will examine IDS in the 10T. Considering
the limited resources of network devices, security is one of
the most important challenges. Small devices that rely on
weak processors and little storage resources are not capable
of supporting many security protocols. On the other hand,
these devices may have important data exchanges in the
organization, and their low security exposes them to
undetermined intrusions. In the past, when loT was not
studied much and only computers were networked together,
their ultimate security was to use a firewall and a series of
antiviruses [17] such as Kaspersky Internet Security or ESET
NOD32 Antivirus. However, with the expansion of the
Internet and the advancement of science, devices such as
watches, cameras, televisions, etc. have been able to connect
to the Internet and exchange data. As a result, it was
practically impossible to use antivirus on them. Even the
computers that connected to the Internet and carried these
two protocols were no longer able to respond to attacks.

Itwas here thatthe creation of a system thatcan monitorthe
network and check all network details such as bandwidth,
throughput, tolerance and network traffic to identify
malicious attacks and intrusions was felt. These systems
became known as DS, which were able to detect intrusions
to a significant extent using deep learning techniques. IDS
can monitor activities between devices connected to a
network and send an alert to a network security expert or
network administrator whenever a fault is detected [18].
However, due to the dynamic nature of network science and
the expansion of theiruse, overtime, the techniquesare worn
out and unresponsive. For this reason, new articles are
presented every year in the field of intrusion detection in the
loT using deep learning techniques, which somehow have
been able to provide new and more optimal techniques to
deal with intrusions due to the development of network
software. It is predicted that the financial losses caused by
attacksonthe loT network will be about 20 billion dollars by
2021. In Fig. 2, you can see the taxonomy of IDS for loT
[19].
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Fig. 2: Taxonomy of IDS forloT

3- Solutions and Challenges in 1oT

In this section, we intend to pay more attention to deep
learning. Due to the results of studies, deep learning methods
have helped to identify intrusions in the discussion of 10T
systems. In the previous sections, we went through a
hierarchical view to betterunderstand the importance of deep
learning, and now we want to discuss the importance and
applications of the solutions that deep learning has made in
order to identify intrusions in section A. Section B will
addressthe challenges and limitationsthat may be in front of
us when using deep learning techniques and explain them.
Finally, in section C, we have put a complete table of
comparison of deep learning and machine learning methods
in the pastyears until now.

3-1-Deep learning as an Ideal Security Solution in
loT

Due to the growing use of the 10T, devices that use this
technology are added day by day. Each device has specific
software and hardware thatfollows predetermined standards.
This expansion and important data swapsthat are exchanged
between devices prompt attackers to penetrate the network
with various attacks and carry out information theft
operations. For example, these important data can be bank
account numbers, home addresses, people's ages, users and
passwords of logged-in sites, the amount of salary received,
etc. Since these devices have no unified and uniform
security, they are constantly under attack so that
organizationssuch as IEEE® and ETSI® are trying to provide
anideal method to identify these intrusions [20]. 10T devices
usually come with software solutions that are not sufficient
to protect the devices or the network itself [21, 22]. Since the

® European Telecommunications Standards Institute
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IoT is used in various areas and fields, the security at the
software level is weak [23].

Unfortunately, most of the methods proposed by researchers
are mostly for small-scale networks and have not been very
effective for large-scale networks [20]. Scalability in the loT
and IDS meansthatthe network does not face a decrease in
its efficiency with the increase in the numberof devices and
the increase in the volume of users. Most importantly, it can
perform its main task, which is to identify intrusions during
attacks. Every network has a series of layers. 10T network is
similar. Depending on the type of each layer, we have various
malicious attacks. The most important attacksonthe loT are
active and passive attacks. Active attacks referto attacks that
occur online during network activity, but passive attacks
steal network information without disrupting network
activity [20].

There is no 100% solution on how to guarantee security or
detect intrusions in the 10T [23], however we can use deep
learning methods to solve these problems as much as
possible compared to other methods. Therefore, deep
learning is especially suitable for data sets in large volumes
[24]. Obviously, because billions of devices are connected in
the network and exchange data, as a result, datasets are
produced in large volumes [20]. Deep learning methods are
according to these big datasets. The unique structure of deep
learning and machine learning algorithms help IDS to
identify malicious operations to the system. For example, if
we want to act in a supervised way, it is necessary to train
our neuralnetwork algorithm, which consists of a number of
hidden layers whose purpose is to extract features from the
dataset [20], and finally predict after learning. Sort and
display the outputsforusin normalor malicious format[25].
Certainly, good progress has been made in the supervised
method that the algorithm no longer needs to be trained with
primary data and can identify and predict intrusions without
learning [26].

As mentioned earlier, with the help of deep learning
algorithms in the 10T network, connection between objects
or devices is possible without human intervention, and we
have connection between objectsand objects, and there is no
longer a human who can send these connectionsto the device
one by one [27]. For example, imagine a house where all
electronic devices are intelligently connected to each other
on the Internet and meet each other's needs [28].

3-2-Limitations of using Deep Learning

Limiting the use of resourcesand not havingrelatively strong
processors and suitable computing resources in most of the
loT devices have caused us to have problems that our most
important problems are the memory efficiency and IDS
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response time. Since new methods and more optimal
techniques are presented in deep learning algorithms day by
day, there is a need for these optimized algorithms to match
the characteristics of the 10T and be able to adapt to the
network. But because these methods are new and have not
yet been widely used, they cannotbe used much for IDS [20].

The next point is to assume that the algorithm is suitable for
the network. Since we tried to make the model learn and
make decisions on its own, and humans no longer have
special access to learn the model, sometimes the volume of
data becomes largerand larger over time, and this causesthe
efficiency of the algorithm to decrease [20]. For example, if
the algorithm is trained fora million devices with 10 features,
after sometime it may be added to the number of network
devices. If another2 million devicesare added, the efficiency
of the algorithm will not be the same as before and the
accuracy of diagnosis will decrease. In addition to the point
that all these events happen online and the increase in the
number of devices occurs during network activity. Now
imagine a deep learning algorithm that aims to detect
intrusions online in an IDS and the size of its network is
increasing over time. If the algorithm is not scalable, it will
lose its efficiency. On the one hand, the attacker has
infiltrated the network, while the network does not have the
capacity to accept the new device to process its data,and the
result is a devastatingevent for the network.

One of the important challenges with deep learning is that the
wrong and inefficient inputs used to design and learn the
modelfor deep techniquesor lack of data fortrainingor non-
essential features in hidden layers of IDS have been easily
exposed our network to threats and major damages such as
hacking and information theft [23].

3-3- Comparison Table

InTable 1, we have compared 46 articles from 2020 to 2024.
Each of these articles has its own datasets, methods,
accuraciesand classifications. The first column containsthe
authors’ name of the references, which have been applied to
identify intrusions in the 10T. In the second column, the year
of publication foreach article is placed. The selection period
starts from 2020 to 2024. Generally, in most of the review
articles, short periods of 4 years are considered in the
discussion of intrusion detection. The reason is that the speed
of updating deep and machine learning algorithms is
increasing, and the previous methods will soon become
outdated. The next columnis the number of citations for the
mentioned references after their publication. Then, by
considering that more devices are added to the 10T network
and each hardware device uses more complex software, it is
necessary to provide new methods. In the next column, you
can see the datasets used by the methods. Datasets are files
in .txt or .csv format that contain large matrices. These



matrices consist of a series of rows and columns. Rows are
records or network devices, and columns are attributes of
network devices. Using the science of data mining, we find
the rule governing these datasets. For training and testing a
network, the ready-made datasets have been created
manually or in reality. In the fifth column, you can see the
method used by researchers to identify and predict intrusions
in each studied article. In the next column, you can see the
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accuracy rate obtained from the algorithm. In the last

Table 1: Comparison DL/ML Methods
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column, we have obtained the type of attack classification
based on binary or multi-class. Some articles have used
several datasets with different classifications to show their
work better, which have been able to obtain acceptable
accuracy rates. In this table, different datasets with different
methods have been able to obtain high and acceptable
accuracy rates. In the next section, we will discuss more
details of the following table.

Authors Year Dataset Method Accuracy Classification
Lahsanet al. [7] 2022 NBaloT Lightweight autoencoder -KNN 99.00% Binary
Ullah et al. [8] 2022 10TID20 DCNN 99.91% & 98.38% Binary & Multiclass
Kim et al. [29] 2024 (U Uieelei Transfer learning 99.94% EIIER)
Bot-loT
Osa et al. [30] 2024 | CICIDS 2017 DNN 99.68 % N/A
Psychogyios et al. [31] 2024 [ UNSW-NB15 LSTM N/A Binary
0,
Cavusoglu et al. [32] 2024 NSL-KDD Transfer learning 332202 Binary & Multiclass
Yanget al. [33] 2024 | CICIDS2017 LSTM, CNN & Auto encoder 99.81% Multiclass
CICIDS2017 99.99%
Hnamte et al. [34] 2023 CSE- Autoencoder and LSTM 99' 10(;; Multiclass
CICDIS2018 '
Alenezi et al. [35] 2023 X-11oTID K-means 99.79% & 97.10% Binary & Multiclass
Lilhore et al. [36] 2023 | UNW-NB15 LSTM & CNN 94.25% Multiclass
Figueiredo et al. [37] 2023 | CICIDS2017 LSTM 99.00% Binary
. SDN-loT, 0 0 . .
Chagantiet al. [38] 2023 SDN-NF-TJ LSTM 97.70% & 97.10% Binary & Multiclass
Gupta et al. [39] 2022 NSLKDD DLHNN-HCSGA MinK-means 99.52% Binary
KDDCup99 N/A & 99.92%
Basatsi at al. [40] 2022 | CICIDS2017 DFE - CNN 98.98% & 99.31% Binary & Multiclass
UNSWNB15 100% & 99.96%
UNSWNB15 . . 0 .
Saguet al. [41] 2022 & CloudStor Bi-LSTM -GRU 84.83% & 84.73% Binary
L MQTTIOT-
Idrissi et al. [42] 2022 1DS2020 DL-HIDS 99.74 N/A
Sobhanzadehet al. [43] | 2022 NBaloT WCC & SVM 100% & 96.70% Binary & Multiclass
MedBloT & o o
Malik et al. [44] 2022 | Chris Dataset KNN O e & N/A
& HCRL i
Diddi et al. [45] 2022 CICDBOSZM CNN 99.75% & 99.99% Binary & Multiclass
Idrissi et al. [46] 2021 BotloT CNN 99.94% Multiclass
CNN =96.60%
Alkahtaniet al. [47] 2021 10TID20 CNN-LSTM & mix both LSTM =99.82% Multiclass
CNN-LSTM =98.80%
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Liu et al. [48] 2021 NSLKDD DSSTE+LSTM 81.78% Multiclass
Ashrafat al. [49] 2021 | UNSWNB15 LSTM Autoencoder 98.00% Binary
Borisenko et al. [50] 2021 | CICIDS2018 LSTM 94.00% Multiclass
Hai et al. [51] 2021 | CICIDS2017 LSTM 99.55% Binary
Ts et al. [52] 2021 KDD Bi LSTM 99.70% Binary
Mighan et al. [53] 2021 UN;(’);SZCX SVMand LSTM 99.49% Binary
Jia et al. [54] 2021 NKSIID_iISgLD IE-DBN 98.12% & 98.79% Multiclass
Biswas et al. [55] 2021 B‘ﬂgl & LSTM-GRU 99.76% & 99.14% Binary
Laghrissi et al. [56] 2021 KDD99 LSTM 98.88% Binary
ElSayed et al. [57] 2021 INSDN CNN 97.50% Binary & Multiclass
Joshi at al. [58] 2021 CTU13 ANN 99.94% Binary
Sethi et al. [59] 2021 NSLKDD Reinforcement/ML 96.50% Multiclass
Mendonca et al. [60] 2021 CPC%E)%?(%? SET 99.00% & 99.00% Multiclass
Hussain et al. [61] 2021 MQTTset DT 99.47% Binary
Vaccari et al. [62] 2021 MQTTset RF 99.68% Binary
Imrana et al. [63] 2021 NSLKDD BiLSTM 94.26% & 91.36% Binary & Multiclass
Khan et al. [64] 2021 | UNSWNB15 LSTM 98.88% Binary
Parra et al. [65] 2020 NBaloT DCNN & LSTM 94.30% & 93.58 N/A
Latif et al. [66] 2020 [ UNSWNB15 DRaNN 99.41% Multiclass
Roopak et al. [67] 2020 | CISIDS2017 CNN & LSTM 99.03% Binary
Smyset at al. [68] 2020 | UNSWNB15 HCNN 98.60% Multiclass
Kasongo et al. [69] 2020 | UNSWNB15 WFEU-FFDNN 99.66% & 99.77% Binary & Multiclass
Liet al. [70] 2020 NSLKDD CNN 86.95% 81.33% Binary & Multiclass
Khamis et al. [71] 2020 [ UNSWNB15 CNN 96.00% Multiclass

4- Table Discussion

In this section, we will discuss Table I. This table gives usa
comprehensive and complete view of the methods of
detecting intrusions in the 10T by means of deep learningand
machine learning techniques. The reason for choosing this 3-
yearperiod is thatdue to the strange speed of growth of deep
learning and machine learning methods in the pastyearsand
the optimization and performance of each algorithm
compared to the previous algorithm, there is no need to
repeat the methods of previous articles. Let us discuss
because, forexample,the accuracy rate of an article using the
CNN method in 2017 was 85%, but the same dataset with the
same method in 2021 achieved an accuracy rate of 98%. For
this reason, this table hascollected the techniques of the day
in the field of 1oT. Researcherswho are looking forideasand
need to quickly get a comprehensive view of the articles

published in these three years in the field of 1oT and IDS,
Table 1 helps them well.

98.5
98
97.5
97
96.5
96

Binary Multiclass

B Average Accuracy

Fig. 3: Average of Accuracy in two classification

As it is known, most of the methods have used convolutional
neural networks, which have been able to analyze the input




Journal of Information Systems and Telecommunication, VVol.12,No.3, July-September 2024

well and recognize the important featuresof the input using
a series of convolutionallayers. As it is evident from Fig. 3,
the more evaluations of deep learning and machine
algorithms have been done based on binary classifications in
these three years, the average accuracy of them is much
higher than multi-class classification. Therefore, the average
accuracy of the binary and multi-class classification is
98.24% and 96.91%, respectively.

5- Conclusion

Inthis article, first, we tried to explain conceptssuch asdata
mining, which is the main basis of working with data.
Moreover, to understand the functioning of an ITDA
intrusion detection system, we expressed a hierarchical view
of artificial intelligence, which itself consisted of machine
learning and deep learning. Finally, we examined the types
of IDS in the loT network, then, we examined the challenges
and solutions that deep learning has provided to IDS. This
article gives researchers unique overview compared to other
previous studies that which of the binary or multi-class form
in the research methods can provide higher accuracy in the
field of intrusion detection. Referring to Table 1, we found
outwhatastime passes, the popularity of using deep learning
methods increases. In provided table (Table 1), we have
compiled the accuracy rates of the methods from 2020 to
2024 based on different classifications and we have
concluded that binary classification methods have beenable
to obtain betteraccuracy rates.
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Abstract

Opinion mining is a fundamentaltask in naturallanguage processing. This paperfocuses on extractingopinion structures:
triplets representing an opinion, a part of text involving an opinion role, anda relation between opinion and role. We utilize
the T5 generative transformerfor this purpose. Italso adoptsa multi-task learning approach inspired by successful previous
studies to enhance performance. Nevertheless, the success of generative models heavily relies on the prompts provided in the
input, aspromptscustomize the task athand. To eliminate the need forhuman-based promptdesign and improve performance,
we propose Automatic Prompt Construction, which involves fine-tuning. Our proposed method is fully compatible with
multi-task learning, as we did so in our investigations. We run a comprehensive set of experiments on Multi-Perspective
Question Answering (MPQA) 2.0, a commonly utilized benchmark dataset in this domain. We observe a considerable
performance boost by combiningautomatic prompt construction with multi-task learning. Besides, we develop a new method
thatre-usesa modelfrom one problem setting to improve another modelin another setting asa Transfer Learningapplication.
Our results on the MPQA represent a new state-of-the-artand provide clear directions for future work.

Keywords: Opinion Mining/Sentiment Analysis; Statistical and Machine Learmning Methods; Large Language Models;
MPQA,; Automatic Prompt Construction.

we focus on detecting expressions, agents, and targets, and
the structures they form. Similar to much previous research
[8, 2, 3, 1], we have focused on a subset of the Multi-
Perspective Question Answering (MPQA) 2.0 dataset in our
paper. This subset is frequently used asa benchmark dataset
in research focused on detecting opinion expressions and
identifying their roles, such asagentand target. The MPQA
Corpus contains news articles and other text documents

1- Introduction

Extracting opinion entities, such as opinion expressions,
opinion holders, and opinion targets is one of the most
interesting problems in Opinion Mining (OM), which

clarifies Who expressed or experienced what type of
cognitive state toward which entity? [1, 2, 3, 4]. A cognitive
state can be defined as the state of a source (holder or
experiencer of the cognitive state,also known as the agent)
holding an attitude (via an opinionated expression within
the text)toward a target [5, 6]. In this paper, we refer to the
opinion expression asthe expression, the opinion holder as
the agent, and the opinion target as the target. We refer to

the (expression, role, relation) triplet asan opinion structure.

In fine-grained OM, an expression might be coupled with
one or more roles (agents and/or targets). An expression
may also not have any agent or target [7, 4]. In this paper,

X Seyed Abolghasem Mirroshandel
mirroshandel@guilan.ac.ir

manually annotated for opinions and other cognitive states.
Examining prior work indicates that using the
aforementioned dataset for fine-grained OM problems is a
suitable choice, as most studies have relied solely on this
dataset. In our perspective, MPQA is highly complex and
has many aspects that remain unexplored. Mastering
MPQA, of course, requires significant time. Previous work
typically concentrated on using a tagging mechanism in
order to label tokens and extract opinion expression and
roles. However, the main drawback of using this approach
is that it cannot capture cases where there is an overlap
between opinion arguments (i.e., roles) of two different
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opinion expressions, as one word can be assigned to only
one tag. This approach does not adequately capture the
essence of the problem. Xia et al. [3] proposed “SpanOM”,
in which a two-step algorithm is adopted: 1) Binary
prediction on word span in order to detect that the word span
is an expression or role or neither. 2) Allocation of opinion
relations to the pairs of (expression, role). Their approach
solves the issue of overlapping opinion roles mentioned
earlier, but on the other hand it has a high computational
complexity and lack of explicit interaction between
expressions and roles. The most recent research [9], solved
the problem by proposing a neural transition model which
is highly affected by language knowledge provided to the
system. We propose a generative system called Generative
Opinion Mining, the “GenOM” system. GenOM avoids the
weaknesses of some previous studies and mainly uses
modern architectures. Recent studies have demonstrated the
success of using transformers [10, 11,3, 12, 13, 14,15, 16],
such as Text-to-Text Transfer Transformer (T5) [17], which
improve the performance compared to traditional machine
learning algorithms, manual feature engineering and also
deep CNNs and RNNs. In our research, due to the
successful results of T5, we aim to utilize it. Furthermore,
ourmodelis not dependent on any externalnatural language
prerequisites. Inthe current study, we addresstwo settings.
First, we predict the (expression, role, relation) triplet
directly from a sentence (i.e. end-to-end setting). Second,
we include the expression in the input and predict its roles
(i.e. agents and targets) (called given expression setting).
These two settings are also used in a number of previous
studies and our proposed GenOM system is capable of
performing in both. The problem can be viewed as several
related sub-tasks, namely detecting the expression, the
agent, and the target from the sentence, and detecting the
agent and the target from the sentence and the expression.
Because we have distinct but related sub-tasks, we can
apply Multi-task Learning (MTL) which strongly improves
performance. Following the standard methodology for fine-
tuning, we prepend to the sentence (or to the combination
of sentence and expression in the given-expression setting)
a prompt indicating the sub-task, which then prompts the
model to generate that sub-task’s output. It turns out that
finding an efficient prompt fora given problem by hand and
trial-and-error is very time-consuming and problem-
dependent. Hence, we propose an approach for finding an
efficient prompt automatically, Automatic Prompt
Construction (APC). GenOM synthesizes each sub-task’s
output and uses these results to assemble the predicted
triplet (end-to-end setting) or pair (given-expression
setting). Then, we measure our system’s performance by
metrics used in the previous studies. Finally, by comparing
our work to otherresearch, we observe successful results of
our proposed methods. We also show that using either MTL
or APC strongly improves performance, compared to the

simple use of transformers, and that these improvements are
additive.

The main contributions of our paper lie in the following key
points:

e Proposing a generative approach based on MTL to solve
the OM problem consists of three main tasks: 1)
Expression prediction, 2) Roles prediction through an
end-to-end manner,and 3) Roles prediction employing
the given-expression method, referred to as the
Opinion Role Labeling (ORL) problem in prior
literature.

e Suggesting and implementing the APC approach to
improve the efficiency of generative prompt-based
text-to-text models and obviate the requirement for
manually crafted prompts. It offers a novel and
efficient approach for optimizing prompts in today’s
widely used text-to-text language models. This
approach could be used for any pre-trained large
language model or transformer which accepts (or
affected by) prefixes or prompts. It isworth mentioning
thatthe T5 transformerhasnot been the only choice in
the past years. Other text-to-text transformers such as
BART [18] and FLAN-T5 [19] have been available
since their presentation. However, we presume
adopting models like T5 or BART was not successful
in previous endeavors of other researchers as they are
significantly dependent on input/output structure and
promptsprovided to them.

e Achieving state-of-the-art (SOTA) and near SOTA
results in all benchmark tasks without using external
sources of knowledge (e.g., parse tree information),
and using only the base version (i.e., medium size in
terms of parameters) of T5.

The remainder of this paper is arranged as follows. In
section 2, we review previous work. Then, in Section 3, we
explain our Generative Opinion Mining, the “GenOM”,
algorithm. Section 4 introduces the benchmark dataset, the
experimentalsetup, and hyper-parameters with all essential
details. In Section 5, after presenting our experimental
results, we discuss our results. We also conducted a
comprehensive comparison of ourapproacheswith existing



210

successful algorithms. Finally, in Section 6, we conclude
and outline the future work.

2- Related Work

Research in the OM field can be categorized into four
groups. The first group consists of opinion expression
extraction and labeling [20, 21, 22]. The second group is
opinion structure recognition in an end-to-end fashion [23,
24, 25, 9]. The third group of research is Opinion Role
Labeling (ORL), which includes the expression in the input
(i.e. given-expression setting) as a means to detect its
corresponding opinion roles [1, 8, 2]. Afterwards, Xia et al.
[3] proposed a system to address OM in the most
comprehensive way (i.e., including the end-to-end and
given-expression tasks)and to overcome issues observed in
the earlier works. As anillustration, inability to capture the
semantic dependencies between words which are farapart
is mentioned asone drawback of previous research.

Prior research frequently used BMESO-based tags to
unravel the problem. BMESO-based tagging tags every
token with one of the BMESO tags. B, M, and E tagsencode
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the beginning, middle, and ending word of a role, andthe S
and O tags represent single-word roles and otherwords [8].
Therefore, techniques based on Conditional Random Fields
(CRF) seemed to bea good choice [21]. Anotherstudy [23]
recommended using a specific type of recurrent neural
networks, called Bi-directional Long Short Term Memotry
(BILSTM), in combination with CRF to construct the
BiLSTM-CRF model. Their intention is to assign a label to
each word in the sentence. Subsequently, they designate the
relation to the expression with the set of two features:
assigned label and distance to the expression. In other
research [25], they designed an end-to-end transition-based
system which actually determinesthe expressionsand roles.
In other words, they encode the input sentence by a multi-
layer BILSTM. Then, they detect opinion expressions and
roles by using manually designed transition actions. Quan
et al. [24] derived Bidirectional Encoder Representations
from  Transformers (BERT) [26] contextualized
representations of sentences in order to synthesize BERT
and BILSTM-CRF. In consonance with what was
mentioned, models based on sequence tagging are not able
to detect opinion roles (agent/target) corresponding to
distinct expressions in a sentence.

Table 1. Summary of Key Opinion Mining Studies, Methods, Models, and Identified Research Gaps.

with PointNet

Model

an end-to-end fashion.

to end-to-end detection only.

Utilized Research Gap
Study Methodology Model Main Findings Limitations Addressed by The
Study
Improved detection of High computational Overcomes complexity
Xiaetal 3 Unified span-based approach SpanOM opinion expressions complexity, lack of explicit and enhances interaction
iaetal.[3] with syntactic constituents pan and roles usinga span- interaction between through generative
based method. expressions and roles. modeling.
Neural transiti del icined Neural Transiti Successfully detects Highly reliant on external Proposes a generative
Wu etal.[8] eural transition model joine eural Transition | o hinjon structures in | syntactic knowledge, limited approach that does not

depend on external
syntactic knowledge.

Zhang et al. [7]

MTL with Semantic Role

Semantic-aware

Enhances opinion role
labeling by

Depends heavily on SRL
outputs, which may not

Uses automatic prompt
construction without

labelingwith BERT

representations

improved contextual
understanding.

relationships and
dependencies between

Labeling (SRL) BiLSTM-CRF incorporating SRL always be available or reliance on external
outputs as inputs. reliable. knowledge.
- . BiLSTM-CRF Combines BERT with Struggles with capturing Employs a generative
Quan et al. [23] End-to-end jointopinionrole with BERT BiLSTM-CRF for complex opinion model capable of handling

complex opinion
structures directly.

Proposed
Approach (This
Study)

Generative framework using
MTL and APC

T5 Transformer
with MTL and
APC

Achieves state-of-the-
art performance,
optimizes prompt
construction
automatically, and
integrates end-to-end
and given-expression
settings for improved
accuracy.

Does not rely on external
syntactic or semantic
knowledge, simplifies model
training, and reduces manual
prompt design efforts.

Introduces anovel
generative approach
combining MTL and APC,
setting new benchmarks
foropinion mining.
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On the benchmark dataset, there is some research to adopt
a variety of external knowledge to boost the
performance. Marasovi¢ and Frank [1] used MTL with
Semantic Role Labeling (SRL) to address the scarcity of
data by leveraging the semantic knowledge. Another team
of researchers [8] utilized the SRL outputs as inputs to the
OM system which results in a significant boost in
performance. In another study [11], they used the rich
representations of BERT to be fed in a deep BILSTM-CRF
model. Xia et al. [3] suggested a new method instead of
BMESO, that consists of three sub-tasks: 1) Opinion
expression detection. 2) Opinion role detection. 3) Opinion
relation detection. They perform these sub-tasksinthe MTL
fashion. In addition, they used syntactic constituents to
enhance their performance. However, asnoted by Wu et al.
[9], it suffers from some issues. For instance, the
computational complexity of their approach is very high
(ie., 0(n*)), due to the necessity of processing all possible
spans. Also, when their model tries to capture interplays
between opinion expressions and roles explicitly, it ends in
failure. Recently, Wu et al. [9] designed a complex system
for detecting opinion structures only in the end-to-end way.
Their system comprises a neural transition model joined
with a PointNet [27] in order to accurately find the
boundaries of opinion expressions and roles. Similar to
some other past research efforts, they utilize external syntax
knowledge to improve their system. More precisely, there
is a requirement of dependency structure and part-of-speech
tags for each input. In Table 1, we provide a concise
overview of the studies discussed in this section. This table
highlights the key methods, models, and findings of each
work, along with the research gaps our proposed approach
aims to address.

3- Proposed Method

3-1- Formal Task Definition

We adopt the task definition presented by Xia et al. [3].
Given an arbitrary sentence, say s as input, where s =
Wy, Wy, ..., Wy, the system tries to predict the gold-standard
opinion triplets Y € E X 0 xR, where E is the set of
opinion expressions defined mathematically as E =
{wy, ., w;|1 <i <j <nj}, Oistheset of opinion roles
defined as 0 = {w;, ., w;|1 <i <j <n}, and R is
the set of opinion relations ({agent, target}). While Xia et
al. [3] use indices to represent text spans, we take a
generative approach and actually generate words. Our
proposed method is two-step: we recognize expressions (we
can generate expressions standalone because they are not
dependenton opinion roles explicitly), andthenwe predict
the opinion role-expression pairs separately. More
specifically, we will define three sub-tasks: i) Predicting
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expressions, ii) Predicting agent-expression pairs, and iii)
Predicting target-expression pairs. These tasks could be
done separately but we do them jointly, and after the
prediction, we form triplets by linking these three sub-tasks’
outputs. See Section 3.6 for more details.

3-2- T5 for Conditional Generation

T5 [17] is an encoder-decoder transformer [28] which has
been proposed to tackle problems in a generative manner
supported by text-to-text learning. More precisely, we use
T5 based on conditional generation [29]. The text
generation task can be defined as learning a mapping
f:X — Y from input X to outputY. Usually, X andY are
sequences of tokens (words), which are denoted by X =
X, X, ..X, and Y =Y, Y, ..Y,,, where X;(1 <i <n) and
Y;(1 <j < m) show the i*" and j** token of input and
output, respectively. In this kind of problem, the model
intends to find Y to maximize the probability (we denote
probability of event A by Pr(4) throughout this paper)
Pry (Y1X) based on parameters of the model, g.

It is possible to insert some additional information in the
input of the model. Suppose P = {p;,0,,0;, -, D } IS @
series of tokens called “prompt tokens” which we prepend
to the input x, which gives us the probability Pry (YI[P; X]).
To see the effect of anindividual prompt, g remains fixed.
Instead of bounding ourselves to a fixed P, we make P

parameterized by & , and hence it will have its own specific
updatable parameters 6, . This is the basis of the idea of our
technique called APC we describe in Section 3.4.

3-3- Multi-Task Leaning (MTL)

As explained in Section 3.1, the expression, agent, and
target prediction tasks are related. Previous research [1, 3]
stressed the issue of data scarcity and they address it by
takingadvantage of MTL. We follow them in working with
MTL. T5 accepts “prefix” terms, prepended to inputs.
Prefixes can be thought as a specific type of prompt
(described in Section 3.2). By adding several distinct
prompts to the input, we can learn multiple tasks
simultaneously, in which we are telling the model what task
should be processed, and the model generates output
appropriate for that task. When we apply MTL, we are
increasing the numberof data items (since we can bring in
data items for different but related tasks). It can be also
considered as a way of data augmentation method. We are
comparing this approach to a scenario where a sentence is
input into a generative model, and it is expected that the
comprehensive output will encompassalltasks.
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3-4- Automatic Prompt Construction (APC)

Inspired by the idea of “prompt tuning” [29], we propose
APC approach (asournovelcontribution) consisting of two
phases:

1) Finding the optimal prompt tokens for a specific task
automatically (which is usually called “soft prompt”
tuning). We prepend prompt tokens (i.e., tokensof P) to the
input tokens, and we try to maximize the likelihood of Yby
Pry,0, (Y|[P; X]) asthe new conditional generation task. By
doing backward propagation, gradient updates to the
parameter 8, will take place. After passing input (i.e., X)
tokensto the T5 tokenizer, each token is converted to an ID.
Then, T5 builds a n by d matrix (X, € R™4), where n is
the length of input tokens and d is the size of embedding
vectors contrived for T5 (because T5 comes in different
sizes such as small, base,and large). The learnable prompt
tokensembeddingdefined by us are represented asa matrix
P, € R¥*4 The nextthing to doin phase 1 of ourmethod is
to append the T5 standard embedding of original input
sequence to our updatable prompt embeddings. So, the
concatenation of these two forms [P,;X,] € R%+mxd Asa
conclusion, in phase 1 only the parametersin P, are
updated.

2) Transferring the optimal prompt tokens learned in phase
1 to be used in the model’s fine-tuning. In other words, P,
learned from phase 1 acts as a series of normal tokens, but
with the difference that these embeddings representing
these tokens might not corresponds to a real word in
language. They are new tokens known as “virtual tokens”
in the Natural Language Processing (NLP) community.

Itshould be noted that APC approach is efficient regarding
the size of trainable parameters. Mathematically, the

number of trainable parameters added to the simple fine-
tuning isO (k - d). Even though we consider maximum
values, the number of parameters is negligible in
comparison to the model parameters when doing fine-
tuning.

3-5- MTL + APC

APC can be applied on MTL-based tasks as well. This
methodology is our novel contribution. The proposed
approach is a combination of fixed prompt (also known as
“hard prompt”) and soft prompt. More precisely, we extend
P a bit more and it is now equal to P=
{P1, P2, 030 ) Dio» Pic+1r -+ P41} Where the first k tokens
are the same trainable tokens as in Section 3.4 which
actually is shared among all tasks, and the remaining [
tokensare hard promptsthat customizeseach task.

It is possible to consider a dedicated soft prompt for each
task, but ourinitial experimentsindicate no improvementto
the results, and furthermore, it is not as efficient as our
method in the number of training parameters and runtime.
To the best of our knowledge, there are no other similar
works for tackling MTL problems in the context of prompt
tuning in such a way. In this scenario, the number of tasks
does notaffect the numberof trainable parameters.

As anillustration, Fig. 1 shows the difference between soft
promptsand hard prompts. Soft prompts consist of a set of
learnable parameters or word embeddings that can be
optimized through standard training procedures. In contrast,
hard prompts are fixed character strings (i.e., text) that are
manually determined and remain constant throughout the
process.

Input Sentence: We respect the sovereignty of all countries and this is why we demand respect for ours.

Generate opinion expression: We respect the sovereignty of all countries and this is why we demand respect for ours.

)

Hard Prompt
Fixed Prompt (Hard Prompt)

Input Sentence Tokens

Tokens
| | | | | | | | |: We respect the sovereignty of all countries and this is why we demand respect for ours.
Soft Prompt ( ) ( )
Trainable Prompt (Soft Prompt) Input Sentence Tokens
Tokens

Fig. 1: The comparison between softand hard prompt.
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3-6- Triplet Forming Algorithm

After generating outputs by model, we need to link them in
order to find triplets as (expression, role, relation).

3-6-1-End-to-end Setting

In the end-to-end manner, we consider outputs of the
expression prediction task as a set of expressions, say E.
Also, the set of predicted agent-expression pairs is
designated as AE, and set of predicted target-expression
pairsas TE. We form the set of finalpredictions as the union
of:

{(&, e, agent)|€ € E, (o, €) € AE}U{(&, 7, target)|€ € B, (1,€) € TE}

which yields us the proper triplets of the task definition
presented in Section 3.1. Itis notable that when the model
predicts an incorrect expression, its agentand target will be
ignored in model’s evaluation. In other words, correct
expression prediction is the precondition for agents and
targets evaluation.

3-6-2-Given-Expression Setting

To address the problem in the given-expression setting, we
have fed expression with the sentence in the input. Hence,
the set of expressions, say g, is revealed and given. With
this condition, we only have two outputs: the set of
predicted agentitems A, and the set of predicted target items
T. We form the set of final predictions as the union of:

{(&, o, agent)|§ € E, (o, &) € ZFE} U{(&, 7 target)|€ € E, (1,£) € ﬁ}

Sentences (.. . @ 4 )
+ Given-Expression End-to-En Sentences
Gold-Expressions nEE tuned model
L J

. Inference
Train

J <

Y

Train Set tGiven-Expression <___J

tuned model
J Expressions + Roles

Refined Predictions

Fig.2: Integrating given-expression model to improve end-to-end
predictions by feeding predicted expressionsandroles.

! https://pytorch.org/
2 https://spacy.io/
% https:/iww.nltk.org/
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3-7- Integrating Given-Expression Model (Int)

As it is shown in Fig. 2, we use predicted outputs of the end-
to-end model to be fed into our saved given-expression
modelin order to see the effect by querying several tasks. It
turns out by applying integrating idea, we get a boost in
different prediction tasks. In our point of view, based on the
error analysis (provided in Section 5.2) and observations of
miss-matches, a percentage of false predicted items differs
in not important words such as stop-words. Therefore, we
believe thatthe fine-tuned end-to-end model outputsare of
sufficiently high quality to accurately identify expression
spans, even though some words at the beginning or end may
occasionally be omitted. Performance of our system in the
given-expression setting demonstrates its excellence as
well. By supplying these expressions to the given-
expression model, we can identify those that closely
resemble gold standard expressions and determine the
corresponding roles for each one. Then, by comparing the
new predictions with the old ones, we can revise the
predictions. This revision process mainly relies on the
correlation rate between the two sets of predictions and is
based on the improvements observed in the development set
performance. We suggest this application of models to be
considered as a novel idea of TransferLearning in NLP.

In this part of our research, we explain the dataset we
exploited, the evaluation metrics we report, the setup of our
experiments and other details involving training procedure.

3-8- Dataset and Settings

As mentioned earlier, we employed the most frequently
used dataset, MPQA 2.0, in order to carry out our
experiments. We mimic the data split of previous work [9,
3,8, 2] andconduct5-fold cross-validation run. We set the
random seed to a constant number to make the results
reproducible. It’s worth mentioning that, in line with prior
research aswell asconsidering the intricate complexity and
granularity of the MPQA, our exclusive focus has been on
this dataset.

Our models were developed using the PyTorch 1 deep
learning framework and we performed the models on a
single NVIDIA A100-SXM4-40GB GPU. We also utilized
packagessuchasspaCy2?and NLTKS3, along with the scikit-
learn library4, NumPy5, and Matplotlib®. The T5-base
model and its tokenizer, which were obtained from the

* https://scikit-learn.org/stable/
® https://numpy.org/
® https://matplotlib.org/
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Hugging Face Transformers library?, were also employed in
our implementation.

3-9- Details of Input/Output Design

Since we are using T5 to solve this OM problem in the
generative way, the design of input and output structure is
essential. Hence, we will go into detail by examplesin this
section. Please note that samples of input and output are
presented here are real ones used in implementations. To
develop the input, we use prompts to make tasks
distinguishable and more learnable by T5. In the end-to-end
approach, we use one prompt set, but it also possible to have
more. For the given-expression setting, we give the
sentence and the expression usingtwo different prompt sets.
Upper partsof Fig. 3, 4, and5 indicate input structure used
in our system. At the output, in the end-to-end setting we
use “=" (equalsign) to show allocation of an opinion role
(agent/target)to an expression, i.e. “agentl =expressionl”.
Ifthere are more than one item, we split them by “|” (pipe)
symbol. It operatesprecisely in accordance with the triplet
forming algorithm described in the end-to-end setup
(Section 3.6.1). Finally, for the given expression manner,
we only divide opinion role spans by “|” sign. As depicted
in the lower part of Fig. 3, outputs for opinion roles are
forming pairs of (role, expression), which are grouped with
the “=" character. It functionsaccurately in alignment with
the triplet forming algorithm outlined in the given-
expression setup (Section 3.6.2). Despite this configuration

Irompe (Prefix)  Sentence

and design of this type of output reflecting the concept
pretty well, it also results the best amongother choices we
examined in our initial experiments.

Nevertheless, we do not require the expression prediction
sub-task to produce its outputs in this way. The reason we
are doing this is to make a harmony between all of tasks’
outputs. It seemsif input and output of severaltasks at hand
executing by T5, be quite identical in format, the model
performs better. For illustration, see Fig. 3, 4, and 5.
Prefixes are highlighted in red. Sentences are highlighted in
aqua. Opinion roles and expressions are highlighted in
yellow and green respectively. Prefix (prompt) phrases are
depicted in all pictures are examples and they could get
changed and replace by the APC mechanism. In our
assertion that the fixed set of prompts could be substituted
by the APC mechanism, we are referring to a system that
automatically adds a collection of learnable vectors to the
promptsthroughout the training process. These vectors are
dynamically updated, thereby improving the model's
performance across various tasks. It is essential to highlight
that these vectors may not directly represent actual words
(unlike our standard prompt words); rather, they exist
exclusively within the embedding spaceand are inserted at
appropriate positions in the input sequence when converting
words into their embeddingvectors.

TARGET: Reiterating that Pakistan will not give up terror, the Chict Minister said that ultimately the demon they have reared will cat up their own vitals.

{ Pakistan = Reiterating | Pakistan = said | the demon they have reared = said }

Opinion Role Opinion Expression
A

e

belongs o

Fig. 3: An exampleof input (up) and output (down) with multiple opinion role-expression pairs used in theexperiments in the end-to-end setting.

TARGET: raised further questions. SENTENCE: The composition of the Commonwealth mission raised further questions.

{ The composition of the Commonwealth mission }

Fig. 4: An exampleof input (up) and output (down) with one opinion role used in the experiments inthe given-expression settingwhen querying its targets

! https://github.com/huggingface/transformers
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AGENT: stance. SENTENCE: Tokyo irked by US stance on Kyoto

{ Tokyo | US }

Fig. 5: An exampleof input (up) and output (down) with two opinion
roles used in the experiments in the given-expression setting when
queryingits agents.

3-10- Hyper-parameters and Training Details

The number of prompt tokens is an important hyper-
parameterin our experiments. We tried different number of
tokensin our experiments (i.e., 20,50,100,and 150 tokens).
In the end-to-end setting, we get the best results with 100
tokens. On the other hand, in the given-expression setting,
the results are reported using 20 tokens. Dropoutrate of TS
transformerequalsto its defaultvalue. The batch size is 16
and we use the Adam optimizer. The learning rate (LR) and
numberof epochs (Epochs) for each model are depicted in
Table 2. The loss function considered for training is the
defaultone for training T5 models. We select the model (or
those weights we require) that performs best on the
developmentset data.

By following previous research on the issue of prompt
tokens initialization [30, 29], we categorize all methods in
three groups: 1) Uniformly sample from the
range [—0.5,0.5]. 2) Select from vocabulary (or a specific
subset of the whole vocabulary). 3) Select from class labels.
As we do not encounter a classification problem, we only
tested methods 1 and 2. In the experiments, we did not
observe a notable variation in the results. Therefore, due to
the quicker convergence of method 2, we chose to sample
random tokens from the vocabulary.

Table 2: Learning rate and epoch number count of different models.

Model Type LR | Epochs

End-to-end fine-tuning le-4 70
Given-expression fine-tuning | le-4 100
Prompt tokens learning 0.3 300

3-11- Evaluation Metrics

To keep up with previous works (e.g., Xia et al. [3]) and
make ourresults comparable, we employ Precision, Recall,
and F1 score (in some cases, we only show F1) to evaluate
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our experimentalresults using the Exact match setting (i.e.,
Exact P, R, and F1), in which we havea true positive (TP)
for calculating recall and precision if and only if the entire
sequence of tokens is predicted exactly. Additionally, we
utilize two auxiliary metrics known as Binary (i.e., Binary
F1) and Proportional match (i.e., Proportional F1). The
proportional metric measures the maximum portion that a
predicted item matches its gold-standard item, and counts
this fractionas a TP in calculating recall and precision. The
binary metric yields a TP if a predicted sequence overlaps
with its gold-standard sequence in at least one token. We
present the formulas for Precision, Recall and F1 score as
follows.

. TP (1)
Precision = ———
TP + FP
TP 2
Recall = —— @)
TP + FN
Precision * Recall 3)
Fl= 2 %

Precision + Recall

4- Results Analysis and Discussion

In this section, the experimental results in both end-to-end
and given-expression settings are presented. Furthermore,
we compared our method with other established successful
methods. In the proceeding tables, “GenOM” shows our
proposed method and “Standalone” shows that the model
solely predicts expressions. “MTL”, “Prompt”, and “Int”
show our multi-task learning, automatic prompt
construction, and integration ideas, respectively. “+” sign
indicates the combination of certain methods within our
approach. Inthe end-to-end setting, we compare our results
to: BILSTM-CRF1 [23], Trans [25], SpanOM [3], PtrTrans
[9], and BILSTM-CRF2 [24] methods.

In the given-expression setting (i.e., ORL problem), we also
compare our results to: EnhanceORL [8], SynAwareORL
[2], and ORL [1] methods. “BERT” means integrating
BERT representationsinto the model. Also, some methods
utilized external knowledge as: i) “SynCons” means
syntactic constituent features. ii) “Syn” means syntax-
enhanced version. iii) “SynDep” meansdependency syntax
knowledge. iv) “SRL” means Semantic Role Labeling that
involves semantic knowledge.

The best results are in bold. The best results without
involving any external knowledge are underlined.
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4-1- Results in the end-to-end Setting

The results from Table 3 show a substantial improvement
when we apply MTL on the expression prediction task.To
follow, F1 score of “Standalone” from 61.4% boosts up to
62.8% when we use MTL method. Also, we observea 3.6%
increase when we adopt APC and MTL jointly.
Furthermore, leveraging integration method improves the
result by 0.5 percent and set the new SOTA for expression
prediction task. The APC method also demonstrates a
notable improvement itself. Thisis evident when comparing
the F1 scores of the “Standalone + Prompt” to the
“Standalone”, which shows a notable increase of 2.8%. This
observation emphasizes the effectiveness of our proposed
APC method.

Another point of achievement in our methods, is the
convergence of Precision and Recall. These two measures
are both going up and shows a successful balance between
them, which helps to gain the SOTA performance on F1
score. Although the highest Precision was achieved by
“SpanOM + Prompt” model, but the low value of Recall
lowers their F1 score.

Table 3: Resultsand comparison of the expression prediction on the exact
match metric in the end-to-end setting. “-”” means results are not reported
in their paper.

Exact Match
Models P R =
Trans 60.2 | 485 | 53.0
SpanOM 649 [ 526 | 58.1
SpanOM + BERT 672 | 606 | 63.7
PtrTrans - - 58.1
PtrTrans +Syn - - 599
PtrTrans + BERT - - 63.9
PtrTrans + BERT + Syn - - 65.3

GenOM

Standalone 620 [ 610 | 614
Standalone +Prompt 646 | 639 | 64.2
MTL 632 | 625 | 628
Prompt+MTL 645 | 655 | 650
Prompt+MTL +Int 65.1 | 659 | 655

On the other hand, in opinion roles prediction (Table 4), in
overall value of all metrics (i.e., exactand auxiliary), we
outperform other systems and set a new SOTA
performance. In all auxiliary metrics (i.e. proportional and
binary) our results are superior compare to other related
research. In Exact matching, agent performance is
remarkably better than the history of results, however we
could achieve second best and best without using external
knowledge for targetrole.

Generally, we observe a considerable improvementin all
conditions when we adopt each of our novel ideas. This
magnifies our enunciation about using raw text-to-text
transformerin the correct way.

Table 4: Experimental results of our GenOM system and comparison with previous research works onthe MPQA 2.0 benchmark dataset in the end-to-end

setting. “-” means results are not availableand/or not presented in their paper.
Model Exact F1 Binary F1 Proportional F1
Overall | Agent | Target | Overall [ Agent | Target | Overall [ Agent Target

BiLSTM-CRF1 - - - - 58.2 55.0 - - -

Trans - 47.0 315 - 60.9 56.4 - - -
SpanOM 43.1 52.9 324 51.0 56.5 45.1 48.9 55.6 41.7
PtrTrans 437 53.2 33.2 - 57.9 47.0 - 56.9 42.8
PtrTrans + Syn 444 54.7 35.0 58.3 47.7 - 57.1 43.6
BiLSTM-CRF2 + BERT - - - - 555 50.4 - 46.6 34.3
SpanOM + BERT 49.9 58.2 41.1 57.8 62.0 53.3 55.7 61.2 49.9

SpanOM + BERT + SynCons 50.5 58.5 418 - - - - - -
PtrTrans + BERT 50.1 58.3 42.0 62.3 53.7 - 61.7 50.4
PtrTrans + BERT + Syn 51.6 59.5 44.0 - 63.2 55.2 - 62.3 52.0

GenOM

MTL 464 56.2 36.8 56.6 60.4 52.8 53.4 59.5 474
Prompt + MTL 48.9 58.3 39.8 60.0 63.1 57.0 56.8 61.8 51.9
Prompt + MTL + Int 51.8 61.1 42.6 62.5 65.3 59.7 59.4 64.3 54.6
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4-2- Results in the given-expression setting

As shown in Table 5, our system achieves SOTA results for
all opinion roles (overall, agentand target) usingall metrics.
By adopting MTL, we obtain new SOTA results for agent
and overall using the exact match metric, but we are not
better in target. After applying APC, we observe a
substantial boost in F1 score, so that on exact match, we
establish a new SOTA for overall, agentand target.

4-3- Discussion and Error Analysis

By running an error analysis on the predicted items in
development set, which is depicted in Table 6, we
understand that a considerable portion of wrong
matches are due to the mismatch of opinion
expressions. Hence, we aim to focus more deeply on
expression prediction task in future. Although
Unmatch (means no overlap) items seems to be
legitimate errors, but we observe some samples which
the system prediction and gold-standard are actually
pointing to one specific entity. As an illustration,
consider the sentence No.1 from Table 7. Our system
predicts “he” as an agent for expression “said”, but the
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gold-standard agent for this expression is “Syed
Hamid”. Note that in this sample, system successfully
determined the gold-expression. Obviously, “he”
corresponds to “Syed Hamid” and they are actually
one unique entity. Therefore, it seems leveraging
“Anaphora resolution” techniques could be helpful
and correct some miss-matches. As it is reported in
Table 5, partial matches are also considerable. Our
analyses indicate a variety of conflicts between the
predicted and gold-standard occurs at the boundaries
but the interesting point is that most of these
discrepancies are about stop-words. We did an
automatic analysis by using Levenshtein distance
algorithm in order to align predicted and gold-
standard spans and find disparate segments between
them. The most frequent words causing discrepancies
in target are to, the, a, and, of, in, on, is, be, and in
agent are the, of, and, an, at, a. In the expression
prediction task, the rate of partial errors is higher, and
the discrepancies are alsothe same. Themostcommon
words that cause conflict in expression prediction task
are to, of, the, is, are, by, a, in.

Table 5: Experimental results of our GenOM system and comparison with previous research works onthe MPQA2.0 benchmark dataset in the given-

“w_»

expression setting.

means results arenot available and/or not presented in their paper

Model Exact F1 Binary F1 Proportional F1
Overall | Agent | Target | Overall | Agent | Target | Overall | Agent | Target
EnhanceORL 58.3 73.1 427 752 816 68.3 70.6 794 61.2
SynAwareORL 58.8 73.1 44.2 754 81.2 69.5 71.0 79.3 62.5
SpanOM 59.6 72.4 458 71.6 78.1 64.5 68.1 76.7 58.7
ORL + SRL 615 75.6 464 - - - - - -
EnhanceORL + SRL 63.7 77.0 51.0 - - - - - -
SynAwareORL + BERT 64.7 76.7 52.6 80.6 855 75.7 765 83.6 69.3
SynAwareORL + BERT + SynDep 68.1 79.5 56.6 - - - - - -
SpanOM + BERT 66.0 76.5 55.0 779 82.7 729 74.6 815 67.4
SpanOM + BERT + SynCons 68.0 78.3 57.0 - - - - - -
GenOM
MTL 68.2 79.3 56.7 84.1 875 80.6 794 855 73.0
Prompt + MTL 68.7 79.9 57.1 843 878 80.7 795 85.7 732

Table 6: Percentage of different types oferrorsamongall predicted items
of development set in each task. EM stands for Expression Miss-match,
PM stands for Partial Matchand U means Unmatch or legitimateerrors

Task EM | PM )

Agent 55.7 | 15.5 | 28.8

Target 39.3 [ 30.4 | 30.3
Expression - 57.7 | 42.3

As reported in other studies like Xia et al. [3], we also
observed some peculiarities and errors in annotations of
MPQA, which might provide false information to our
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mirroshandel@guilan.ac.ir

system. For instance, sentence No.2 from Table 7, there is
an expression marked in corpus as “The”, but we think
“The” is not a reasonable expression. On the other hand, in
some sentences, there are predictions by our system which
seems to be correct but they are absent in annotated data.
For instance, consider sentence No.3 from Table 7. The
system predicted the agent of “oppose” expression as
“many poor” which is correct. But there is not any agent
marked for this expression in the corpus. To mitigate these
gold errorsin the future, it is crucial to enhance the quality
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of MPQA annotation. This improvement will pave the way
formore accurate and reliable results.

We also did some preliminary experimentswith a variant of
T5, called FLAN-T5 [19], but the results did not indicate
superiority.

Our proposed generative approach utilizing the T5
transformer in conjunction with MTL and APC shows
notable performance enhancements on the MPQA 2.0
dataset. However, several limitations must be addressed for
application in real-world scenarios. First, the model's
dependence on specific characteristics of the dataset may
restrict its adaptability to other domains where opinion
structures vary significantly or where annotated data is
limited. Additionally, the complexity and computational
requirements of the generative model could present
challenges  for deployment in  resource-limited
environments or in applications that necessitate real-time
processing. Moreover, while APC effectively optimizes
prompts for this dataset, its performance in entirely
different contexts or languages may differ, requiring further
tuning or adaptation.

Table 7: Some sentences of MPQA 2.0 corpus.
No. Sentence

Syed Hamid said the international community must
1 | deal with terrorism rationally and form a new "security

architecture” to combat what he described as a "new
dimension of crime against humanity" in the long term.

o | The CIA was given the task to topple governments and
install rulers of its own choice.

3 | However, 78 F[])ercent of those polled believe there are
many poor who oppose him.

5- Conclusion and Future Work

This research introduces a novel generative framework for
opinion mining, leveraging the T5 transformer model
through Multi-Task Learning (MTL) and Automatic
Prompt Construction (APC). Our approach achieves
remarkable performance improvements on the MPQA 2.0
dataset, setting new state-of-the-art records without relying
on external knowledge. The MTL strategy enables the
model to learn interconnected sub-tasks concurrently,
enhancing the detection of opinion expressions and their
associated roles. Meanwhile, APC facilitatesthe automatic
optimization of prompts, effectively addressing the
challenges posed by manual prompt engineering and
ensuring more efficient task customization. The results
indicate that the synergy between MTL and APC
significantly elevatesprecision, recall, and F1 scores across
various evaluation metrics. By integrating predictions from
both the end-to-end and given-expression settings, our

method achieves a more accurate recognition of opinion
structures. These findings highlight the effectiveness of
generative models in capturing complex opinion
relationships within text.

Looking ahead, future research can build on these findings
by integrating additionalsyntactic and semantic knowledge
into generative models and further refining the APC
technique. Extending the application of our methods to
other datasetsanddomainsis also critical. Investigating the
use of more advancedgenerative transformers orcombining
our approach with alternative machine learning strategies
could vyield additional improvements. Furthermore,
enhancing the quality of existing datasets and developing
new benchmarks will be essential for validating the
generalizability and effectiveness of these methodsacrossa
broaderrange of contexts.
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Abstract

The rapid evolution of information and communication technology (ICT) in recent decades has triggered profound
transformationsacrossthe global economic landscape. Akey driver of this transformation isthe Internet of Everything (I0E),
which integrates objects, data, people,and processes to create interconnected ecosystemsthat generate unprecedented value.
The rise of I0E has not only revolutionized technological innovation but has also played a critical role in reshaping global
economies by fostering competitiveness and unlocking new economic opportunities. This article examines the economic
impacts and technological breakthroughs driven by IoE in six selected countries—spanning developed, developing, and
neighboring economies. By analyzing their experiences, we highlight how these nations have utilized IoE to achieve
sustainable growth, strengthen market positions, and accelerate their technological advancement. Countries venturing into
the realm of 1oE benefit from two key aspects. Firstly, they gain new value from technological innovation, and secondly, they
secure competitive advantages and market sharesagainst nations that have yetto investand adapt to the loE market. Studying
pioneering and trailblazing countries in the realm of this technology, unveiling their patterns, visions, and key achievements,
not only provides clear insights, identifies needs, and fosters advancements, but also critically examines and analyzes the
subject matter. The findings offeressential insights for policymakers, business leaders, and innovators, providing a roadmap
for leveraging 10E to maximize economic benefits and drive digital transformation on a global scale.

Keywords: Internet of Everything (I0E); Digital Economy; Economic Growth; Technological Innovation; Competitive
Advantage; Global Success; Digital Transformation; Sustainable Development.

profound social, economic, and technological impacts.
Countries are actively seeking methods to extract greater
business benefits from their investments in information
technology, and the demand for IT capabilities (ITC) is on
the rise [3]. Hence, they allocate a substantial budget

1- Introduction

Today, the world is facing a multitude of changes and

challenges, with these transformations manifesting in
varioussocial, economic,and technological dimensions[1].
In this era of widespread advancements in communication
technologies, humans have become acquainted with novel
devices, reshaping our world into a complex ecosystem of
objects and data. This interconnection and data exchange
amongdevicesare referred to asthe Internet of Things (1oT),
enabling devices to share data and communicate with each
other [2]. However, there emerges a more novel and
intriguing concept: the Internet of Everything (I0E). This
concept offers a more intricate and comprehensive
interpretation of the evolution and expansion of the 10T. In
this model, communications extend beyond objects,
encompassing interactions among people, devices, data,
and even processes. Consequently, the 10E becomes a tool
that integrates all aspects of our daily lives, giving rise to
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annually to information and communication technology
(ICT) without certainty about the expected outcomes [4]! In
this article, we will explore how countries entering the
realm of the IoE benefit in two main ways. First, it will
capture the new value generated through technological
innovation,and second, by gaininga competitive advantage
and market share against those who cannotadaptand invest
in the loE market. Therefore, in this article, we aim to better
comprehend and extensively explore the experiences of
prominent countries in the realm of the transition toward the
IoE. The United Arab Emirates and Turkey serve as
neighboring countries, while China and South Korea
represent leading and developed nations. Additionally,
India and Malaysia are examples of countriesin the process
of development. These analyses permit us to carefully
examine the challenges and advancements of these nations
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in achieving the goals of the IoE. Figure 1 provides an
overarching glimpse into the key themes and objectives
explored in this article.
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Fig. 1 Conceptual Visualization ofthe Internet of Everything
(loE) and Its Global Impact

The figure illustrates the comprehensive framework of the
Internet of Everything (IoE), emphasizing the
interconnection of people, processes, data, and objects. It
visually represents how IoE integratesthese elementsinto a
seamless global network, fostering technological
advancement and economic growth. The selected
countries—China, South Korea, Malaysia, India, Turkey,
andthe United Arab Emirates—are depicted as part of this
interconnected system, reflecting their roles as pioneers in
adopting IoE technologies. The soft, flowing lines and
interconnected nodes symbolize the dynamic nature of 10E,
driving  innovation, digital transformation, and
competitiveness across borders. This visualization
encapsulatesthe essence of our paper, which explores how
these countries leverage I0E for strategic economic gains
and technological leadership in the global arena.

This article is structured as follows: In the second section,
an introduction to the IoE and its research prospects is
presented. The third section focuses on elucidating the
results of efforts, experiences, successes, opportunities, and
challenges faced by selected countries in their journey
towards lIoE, based on conducted studies. Subsequently, in
the fourth section, a comprehensive and concise analysis of
key achievements in this transformation is provided,
country by country. The article concludes in the fifth section

2- Research Background

The concept of the I0E is introduced by Cisco to represent
the broaderand evolved form of the Internet of Things, and
severalprominent technology companies, including Gartner
and Qualcomm, have also adopted this term almost
simultaneously with Cisco. Figure 2 effectively illustrates
the distinctions between the Internet of Everything and the
Internet of Things [5].

INTERNET OF
EVERYTHING

INTERNET OF THINGS PEOPLE

INTERNET OF THINGS  INTERNI

Fig. 2 The position of the Intemet of Things (10T) in front of
Internet of Everything (10E)

The distinction between the loE and IoT can have a
significant impact on the current research. These
distinctions can assist us in studying issues more
comprehensively and yield more valuable results. Some of
the effectsthat these distinctions may have include:

Wider Scope: By focusing on the connectivity and
interaction between objects, data, people, environments,
services, and machinery, we can examine the impacts of loE
in a broader context. This enables better and more
comprehensive research on the communicationsand mutual
effects between objectsand other factors.

Increased Complexity: With a higher number of
interconnected factors, the complexity of communications
and interactions amongthese factors grows. This approach
helps researchers identify weaknesses and challenges
related to this complexity and propose better solutions for
managingand optimizing communications.

Long-term Perspective: By considering all possible
connectionsand communications between objects and other
factors,we can effectively constructa long-term vision for
the development of technologies and communication
systems. This process aids in designing and implementing
innovative and sustainable solutions for 10E-related issues.
Machine Learning: Access to a vast amount of data
generated by objects and various components of the IoE
allows for the use of machine learning and artificial
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intelligence techniques to extract patterns, predictions, and
valuable analyses. This contributes to a deeper
understanding of the relationships and trends within the
Internet of Everything.

Focusing on these distinctions, this article can contribute to
the development and enhancement of technologies and
solutions related to the Internet of Everything, providing a
better understanding of its impactson various communities
and industries. According to Cisco's report, the 10E has
generated a market value of $14.4 trillion forcompanies and
industries globally by the year 2022, as depicted in Figure
3 [6]. Out of this amount, the potential highest stock value
of 66%, equivalent to $9.5 trillion, has been generated
through industry-specific transformations such as smart
networks and intelligent buildings [7]. The remaining 34%,
or $4.9 trillion, comes from cross-industry applications like
remote work and travel prevention such assmart healthcare

[8].
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Fig. 3 Cisco's report onthe global revenue of the Internet of
Everything (I0E) by 2022

According to the GSMA Intelligence report, as shown in
Figure 4, a 21% growth in stock value signifies a favorable
opportunity for global companies to increase profits
through the adoption of I10E technology. Itis predicted that
this figure will reach 30% by the year2025[9].

Contribution to GDP. § billien
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Fig. 4 Incremental Growth in Share Value through the Utilization
of the Internet of Everything (10E) [9]

The Internet of Everything encompasses fourkey elements
consisting of all conceivable connections: People, Things,
Processes, and Data [10]. In the Internet of Everything
business model, people are considered end nodes connected
via the Internet for sharing information and activities, as
depicted in Figure 5.

| ——————
Internet of Everything Ecosystem
Fig. 5 the Internet of Everything (10E) Ecosystem

People, as end nodes connected through the internet,
contribute to sharing information and activities. Examples
include social networks, health and fitness sensors, and
other human-related connections. Things encompass
physical sensors, devices, actuators, stimulators, and more
that generate data or receive data from other sources.
Examples include smart thermostats and gadgets. Data
refers to raw data that undergo processing and analysis,
transforming into useful information. Processes involve
using connections between data, things, and people to
generate value. Examples include utilizing fitness
equipment and social networks to promote health-related
offers to customers. The IoE constitutes an end-to-end
ecosystem of connections involving various technologies,
processes, and concepts. Other categories such as the
Internet of Humans, Digital Internet, 10T, communication
technologies, and even the traditional Internet are subsets of
the IoE.

3- Selected Countries

The advent of the Internet of Everything has created
numerous opportunities and challenges for various
countries. In the following section of the article, we will
discuss the key achievements of the United Arab Emirates,
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Turkey, China, South Korea, India, and Malaysia in this
field. It will elaborate on each country, based on its
characteristics, resources, and objectives, has developed
unique strategies and approaches to realize the goals and
visions of the Internet of Everything.

3-1- United Arab Emirates

Dubai, one of the seven emirates comprising the United
Arab Emirates, hasskillfully integrated key elementson the
path to the Internet of Everything, resulting in remarkable
achievements[12]. By deploying smart palm trees, utilizing
the unified DubaiNow application to deliver city and
government services, and establishing a smart city, Dubai
stands out as the sole emirate that has successfully reached
the implementation phase of the Internet of Everything
principles. This progress signifies Dubai's transformation
into a global economic hub, with a focus on service
industries such as information technology and investments.

Based on the insights gleaned from references [12-17], the

following conclusionscan be drawn:

1- Developing high-speed fiber-optic
infrastructure,

2- Achieving the top rank for the fastest mobile internet
speeds in the world with a speed of 238.28 megabits per
second and the fourth rank in the list of fastest fixed
internet speeds in the world with a speed of 205.77
megabits per second, according to the Speedtest Global
Index reportin July 2023,

3- Emphasizing and investing high costs in various aspects
of the IoE,

4- Widespread use of all-purpose applications like "Dubai
Now",

5- Launchingand developing specialized applicationssuch
as "Dubai Taxi" for airport transfers and "Cafu" for
mobile fuel delivery services,

6- Establishing the Dubailnternet City,

7- Creatinga media city in Dubaiwith the aim of enhancing
the media position of the United Arab Emirates,

8- Encouraging and attracting large, small, and medium-
sized companies worldwide to engage in various loT
sectors, including software development, business
services, e-commerce, consulting, sales, and marketing,

9- Launchinga smart city project by implementing smart
solutions in 17 areas, including smart parking, public
transportation, smart street lighting, disaster response,
smart payments, connected education, smart tolls, water
management, waste management, chronic disease
monitoring, employee productivity, smart buildings,

internet

surveillance, smart grid, preventive care, drug
authenticity,and compliance,
10- Establishing a collection of smart buildings with

features such as 24-hour support services, affordable
internet connectivity for offices and homes, abundant
local and wide area networks, international standard-
based multimedia networks, integrated internet
telephony with identification systems, digital services

network, and wireless communication capabilities,
providing regional information services, and a secure
network television system,

11- Installing and setting up public free Wi-Fi stations,

12- Beautifyingthe city using smart palm trees,

13- Creating public access to various mobile
applications and websites through embedded stations
throughout the city,

14- Providing security and managing emergency

situations through city stations, each equipped with a
360-degree infrared CCTV camera and an emergency
conditions notification button,
15- Involving youngpeople in projectsand programs.
Figure 6 provides an overview of Dubai’s strategies in the
realm of the Internet of Everything (10E).

Fig. 6. Overviewof Dubai’s strategies in the realm of the Internet of
Everything (10E).

3-2- Turkey

While the Internet of Everything technology is not yet
widely prevalent in Turkey, the foundations, technologies,
and key concepts in this domain have made significant
progress within the country. Thistechnology, with its unique
capabilities, has brought about significant advancements in
various fields in Turkey, ranging from advancements in
smart agriculture and livestock breeding to urban traffic
management, smart airports, and asset surveillance.
Financialresults also indicate that thistechnology hasled to
increased revenues and reduced operational costs.
Leveraging successful experiences and the remarkable
benefits of 10T technology, Turkey is on a path towards
achieving the vision of the Internet of Everything and
enhancing productivity across various sectors of its
economy. It is expected that this progress and growth will
continue in the future. In other words, based on the findings
from the referenced sources [18-21], the following
conclusions can be drawn:

1- Achieving a 98.4% mobile phone penetration rate,

2- Advancements in smart agriculture and livestock

breeding,
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3- Entering cooperation agreements with global giants such
asYurtTek, Vodafone,andBinanceto facilitate the sales
of electronic, cloud, and digital currency products,

4- Collaborating with international telecommunications
leaders, including Ericsson, to bolster communication
infrastructure,

5- Implementing beacon devices to revolutionize the
bankingindustry and enhance its operations,

6- Utilizing intelligent traffic management systems with
high adaptability and adaptive traffic control systems,

7- Establishing an emergency traffic management center
androad infrastructure,

8- Enabling diversified vehicle-to-vehicle and vehicle-to-
infrastructure communications, including connected and
interactive vehicles,

9- Smart parkingsystemswith contactless payment options

for drivers,
10- Multi-purpose electronic payment cards,
11- Smart bus stations equipped with information

systems tailored for individuals with disabilities using
specialized cards,

12- Integration of Internet of Things technology on
elevatorsto enhance performance,

13- Inauguration of an advanced-technology smart
airport,

14- Creation of a green urban zone in Istanbul,

15- Implementation of an intelligent traffic signal
control system and electronic information dissemination
for trafficimprovement and communication.

Figure 7 provides an overview of Turkey’s strategies in the

realm of the Internet of Everything (10E).
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Fig. 7 Overview of Turkey’s strategies in the realm of the Internet of
Everything (I0E).

3-3- China

In China, rapid and remarkable progress in the development
of the Internet of Everything has been observed, and the
country's leaders have recognized this tool as a new driver
and engine for economic growth and industry. Presently,
China standsoutasagloballeaderin the field of the IoE. An
accurate and appropriate definition of programs and
strategies has played a crucial role in accelerating the
advancement of IoE technology in the country [22]. This

Smart Baring Systems (v'savuu_y arstoms.
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precise definition has led to an acceleration of progress in

the loE technology sectorto the extentthat we are witnessing

a dazzling demonstration and a sustainable increase in the

country'seconomic revenues. Even in critical situations such

asthe COVID-19 crisis, this growth hasremained steadfast.

After reviewing the sources [22-30], the following

conclusions are drawn from this study:

1- The National863 Program,

2- Establishing the framework of Project 973 for national
fundamentaland key research and development projects,

3- Defining the IoE as a new engine for economic and
industrial growth,

4- Utilizing componentsandequipmentof the IoE locally,

5- Building the world's largest FiOS mobile phone network,

6- Achieving the fourth position in mobile network speed
globally by shifting policy from "“coverage and
popularity"to "improving speed and quality",

7- Effectively leveraging the conditions of the COVID-19
pandemic as an opportunity for the development and
utilization of 10E technologies,

8- Developing a digital payment platform to facilitate online
commerce and transactions,

9- Presenting five-yearplansaimed at creatingcoordination
and sustainable development in the field of the IoE,

10- Establishing  committees and  specialized
associations to share experiences and exchange
information in the field of lIoE development, with
government support and holding joint sessions between
ministries,

11- Extensive training to strengthen human resources
in areasrelated to IoE technology,
12- Focusing on the production and sale of smart

electronic devices to achieve the goals of the 10E in
society,

13- Promoting open and publicarchitecture in the field
of the IoE,

14- Achieving the second position globally in the smart
home sectorusing advanced technologies,

15- Collaborating with the three major operators to
develop and execute joint strategies in the field of 1oE
technology,

16- Developing smart city development plansaimed at
leveraging lIoE technologies in variousareas,
17- Advancements in smart agriculture to improve

efficiency and agricultural production using Internet
technologies,

18- Smart procurement to enhance the supply and
management of materialsand goodsusing the IoE,

19- Smart transportation by utilizing timely and
location-based information to reduce traffic and increase
efficiency,

20- Smart network to ensure reliable and sustainable
connections between various components of the |oE,
21- Smart environmental preservation using Internet
technologies to control and reduce pollution and energy

consumption,

22- Smart safety forbetter prevention and management
of accidentsand undesirable events,
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23- Smart medical care using medical and IoE
technologies to enhance healthcare services,
24- Defining the structure of the 10E system for optimal

utilization of smart coal mines and oil fields'
technologies,

25- Initiating and implementing 10E projects based on
space technology to advance spatial and geographical
technologies,

26- Government policies granting tax exemptions to
IoE sector producersto encourage investment,

27- Encouraging public institutions to invest in IoE
projectswith government supportand facilities,

28- Hiring artificial intelligence expertsin the field of
autonomous transportation and other loE applications,

29- Introducing the Internet Plus strategy by the

government to maintain and strengthen the country’s
position in global IoE competition,

30- Utilizing narrowband Internetto increase the speed
and efficiency of production and delivery processes for
industrial  units, smartifying production, mass
customization of products, andcollaborative innovations
in smart product development tools.

31- Establishing a national I0E center for knowledge
exchange and experience sharing in various Internet
technology fields,

32- Government focus on developing the 10E in vital
economic and productive sectors such as industrial
control, financial services, and healthcare to increase
productivity and quality in these sectors,

33- Utilizing 10E programsto addressimportant urban
issues such as air pollution and urban resource
management through the implementation of smart city
projects at a strategic level and allocating necessary
financial resources to municipalities and economic
development zones,

34- Emphasizingthe creation of fastand cost-effective
communications forsmall and medium-sized companies
using the loE and encouragingthese companies to equip
their business systems on cloud infrastructures to create
extensive entrepreneurship and innovation opportunities,

35- Putting a majorfocuson enhancingcyber security
using a national network to reduce security risks
associated with loE devices and industrial systems
connected to the Internet,

36- Prioritizing global leadership in accelerating
artificial intelligence progress to transform the country
into a majorartificial intelligence innovation hub by 2030
with the goal of global leadership in this field,

37- Deciding on the rapid integration of information
and communication technology with industrial Internet
development sectors to enhance coordination and the
development of advanced technologies,

38- Providing cloud infrastructure and open computing
platformsforthe Internet of Things to integrate with local
government public service platforms for modernization
and transforming traditional businesses into integrated
industrial 10E platforms.

Figure 8 provides an overview of China’s strategies in the
realm of the Internet of Everything (10E).
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Fig. 8 Overview of China’s strategies inthe realm of the Internet of
Everything (10E)

3-4- South Korea

South Korea has outlined ambitious visions for the Intemet
of Everything. As a leader in both economy and the
advancement of information and communication technology
in the Asian region, South Korea has solidified its position.
In 2020, South Korea claimed the top spot in average
internet speed when compared to the top 10 high-speed
internet countries worldwide. This accomplishment
underscores the nation's substantial potential in the field of
intelligent transformation and achievingthe comprehensive
goals of the Internet of Everything. Notably, South Korea's
adeptness in establishingsmart cities played a crucial role in
its success in managing the COVID-19 pandemic. By
leveraging secure and dynamic infrastructures, South Korea
has managed to develop 10T services and enhance them,
resulting in a noteworthy average growth rate of 22.6%
within the 10E domain. The results of a survey conducted
within South Korea's I0E industry, published by the Ministry
of Science and ICT, highlight the most prominent activities
among various businesses within the country. These
activities primarily include innovationsand the export ofloE
equipment and services, driving significant growth in the
export sector. Following an examination of references [31-
38], the following conclusions can be drawn from this study:
1- Developing anopen platform through collaboration with

platform companies, including large and global

businesses, communication service providers, as well as
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cooperation in creating a testing infrastructure and
standardization,

2- Enhancing public management by addressing existing
issues in society, including civil services, improving
industry efficiency, effectiveness,and value addition, as
well as enhancing aspects related to individuals such as
safety, comfort,and quality of life,

3- Establishing a laboratory for innovative equipment to
conduct research in specific equipment ecosystems and
support creative ideas in the stages of development,
production, commercialization,and entry into the global
market,

4- Establishing a user-participatory organization called the
"Cloud-Connect Society™ discussing and exchanging
views on various socialissues such asregulatory settings,
privacy,and the developmentof quality of life indicators
for users,

5- Expandingthe platform and servicesto all industries and
countries through pilot services provided by each
ministry, local government, or user businesses. This
expansion is also carried out through innovation and
creative economy centers,

6- Enhancing security technologies in the Internet of
Things, including embedded security systems in IoE
products and the development and enhancement of
information security measures,

7- Expandingaccessto open laboratories (managed by loT
innovation centers and creative economy centers) and
developing and offering new products and services
through pilot projects in which users can actively
participate and gain hands-on experience,

8- Developing wired and wireless infrastructures to support
the Internet of Thingsand enhancing communication and
data transfer capabilities,

9- Strengthening collaboration between the private sector

and the government,

10- Establishing research and development programs
in the medium and long term for the IoE,

11- Fostering a competitive and open industrial
environment for developers and businesses,

12- Opening the platform for small and medium-sized

enterprises and universities to develop their own services
and products,

13- Utilizing 1oE technologies in high-potential
production products by small and medium-sized
enterprises through localization projects and upgrading
productsto smarterand better levels,

14- Improving support for the commercialization
process in the loE domain,
15- Enhancinginformation security infrastructure,

16- Enhancing interaction  between  software,
equipment, or user-related businesses and large, small,
and medium-sized companies,

17- Training and developing a skilled and competent
workforce in the field of the Internet of Things,
18- Increasing the development and expansion of

services tailored to the global market,

19- Creating a platform fortesting security capabilities
and specificationsatan IoE innovation center,

20- Facilitating the secure deployment of additional
frequencies of one gigahertz or more,

21- Providing smartphones with free internet to foreign
tourists and aggregating and analyzing the data
transmitted by these phones,

22- Establishing research and development programs
in medium and longtermsto turnideasinto productsand
businesses,

23- Creating an ecosystem to transform ideas into
products and services, including open-source hardware
or software and full implementation of the process by
developersthemselves,

24- Developing 1oE-based services based on demand
from the government, private sector, and citizens in areas
such as health, smart homes, smart cities, transportation
and logistics, energy, and safety,

25- Enhancinginnovative servicesthat combine public
and private sector information with data collected from
loT devices in a synchronized manner,

26- Developing creative services with a focus on user
experience,

27- Encouraging internal strategy development for
large, small, and medium-sized businesses and startups,

28- Developing critical infrastructures such as fiber
networks and implementing 1Pv6 protocol to facilitate
and enhance the efficiency of the IoE,

29- Advancing privacy-preserving technologies in the
field of 10T,
30- Developing key technologies for the development

and commercialization of smart sensorsand establishing
a connection between research and development in the
smart sensor field with demonstration and pilot projects,

31- Strengthening key technologies and creating
suitable infrastructure for the development of skilled
human resources,

32- Developing products and services through
government collaboration with international businesses,
33- Creating and developing an open platform and

testing framework to reduce market entry costsand time,
and facilitate collaboration between companies,

34- Preparing a comprehensive roadmap for
information security in the 10T field and establishing a
framework for international cooperation for managing
rapid responses and information exchange based on
effective sharing,

35- Promoting support for coexistence of traditional
industries and new software innovations,
36- Establishing integrated support for all stages of

product lifecycle, as well as building and developing
modelsmart cities like Songdo,

37- Developing data hubs foroptimalhealth controlin
smart city-related projects,

38- Promoting the process of processing and issuing
temporary licenses for new productsand services,

39- Promoting the development of low-consumption,
long-range coverage, and unrestricted bandwidth
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communication technologies for connecting objects in
remote areas,

40- Promoting the development of new generation
technologies for smart devices and components,
including wearable devices, health equipment, and very
small devices with low energy consumption,

41- Promoting the creation of a smart device industry
and developinginnovative approaches,

42- Promoting open innovationsin the field of 10T,

43- Encouraging collaboration and sharing of research

and development between the private sectorand military
forces to advance military capabilities and excellence in
international standards,

44- Strengthening unity and collaborationto ensure the
competitiveness of platforms and forming open
partnerships based on mutual growth, including
collaboration between large, small, and medium-sized
companies,

45- Empowering entry into the equipment market with
lower costs through the development of open hardware
and launching joint growth by companies' collaboration
in the production of equipment and components in the
process of 10T service development.

Figure 9 provides an overview of South Korea’s strategies

in the realm of the Internet of Everything (10E).
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Fig. 9 Overview of South Korea’s strategies in the realm ofthe
Internet of Everything (1oE)

3-5- India

With its immensely high potential in the realm of
information technology and communications, India has set
forth on a trajectory of developing and adopting Internet of
Everything technology. Based on predictions, in the not-so-
distant future, this country will become the most populous
nation in the world. Through an exploration of the programs,
projects, and strategies implemented in this field, it is
evident that India is reaping the benefits of 10T technology
across various economic, social, and security domains.
Collaborations with international partners and effective
policies play a pivotal role in its successful adoption.
Emphasizing the establishment of knowledge hubs in other
countries and attracting investments in service provision,

India strives to advance higher education and facilitate
knowledge exchange with other nations. The advancement
of information technology, enhancementof highereducation
systems, globalization, and alignment with the global job
market serve as key determinants of India's developmental
trajectory. India's experience underscores that, with a
suitable approach, IoE technology can guide societal and
economic transformations towards sustainable development.
Upon reviewing references [39-49], the following
conclusions can be inferred:

1- Clarifying the concept of Digital India through the
establishment of a network of 100 smart cities,

2- Creating a government data portal for transparency and
accessto information,

3- Progressing towards smart parking using modem
technology,

4- Designing and implementingan intelligent transportation
system to enhance coherence and efficiency,

5- Establishing smart networks to enhance communication
and information sharing,

6- Optimizing urban lighting in an intelligent manner for
energy efficiency,

7- Enhancing intelligent waste management through the
utilization of new technologies,

8- Improvingintelligent water resource management with a
modern and efficient approach,

9- Focusing on harnessing the potential of the market for
smart electronic devices to increase sales,

10- Utilizing 10T technology to enhance border
services and transportation centers,

11- Establishing university campuses in other countries
and attracting investments in providing scientific
services,

12- Utilizing the potential of the Internet of Things
technology to ensure the security of critical sectors,
including industries, banks, offices, nuclear power plants,
and otherfacilities,

13- Implementing intelligent image management
systems for recording and detecting unusual events,
identifying individuals, locations,and recognizing colors
using precise and informational methods,

14- With advancements in the field of tracking
applications for patients, important information,
including job details, geographic coordinates, contact
information, ecological aspects, travel history, and
biological data such as fingerprint information, can be
gathered, considering the new conditions created by the
emergence of the coronavirus,

15- Develop an Internet of Things roadmap with five
vertical columns, including centers for testing and
executing projects, growth and incubation centers,
innovation and research and development areas, support
and motivation, as well as human resources and support
development; and a horizontal column encompassing
standardsandgovernmental structure,

16- Proposing an intelligent tsunamialert service,
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17- Designing and implementingan Internet of Things-
based communication system,

18- Establishing a smart system forelectronic payment
of fees,

19- Experiencing remarkable growth in the information
and communication technology sector, with a 1000-fold
increase since 1993,

20- Increasing the volume of exports of information
technology and communication services with a special
emphasis on expandingthis economic sector,

21- Allocating 80% of machine-to-machine (M2M)
communicationsto the South Asia region,

22- Youth make up themajority of active users of smart
systems,
23- Active participation and collaboration with

international partners and leveraging the experiences of
global associations,aswellascooperatingand consulting
with leading countriesin the field of IoE,

24- Establishing open platforms with the aim of
facilitating usage and reducing costs, and designing
scalable models as key factors for success in the IoE
domain,

25- Employing citizens as live sensors to maximize
benefitsand transparently collect data.

Figure 10 provides an overview of India’s strategies in the
realm of the Internet of Everything (10E).
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Fig. 10 Overview of India’s strategies in therealm ofthe Intemet of
Everything (I0E)

3-6- Malaysia

The roadmap for the Internet of Things in Malaysia stands
outamongthe wealth of documentsavailable forexamining
variousthe Internet of Everything initiatives. This roadmap
serves as a comprehensive guide, covering the readiness,

opportunities, and challenges of 10T communications in
Malaysia. This document presentsan analysis of Malaysia's
currentand future position inthe loT domain, encompassing
infrastructure, data and information, security, ecosystem,
and potential. It then delves into dissecting the gaps. Based
on conducted studies, Malaysia's readiness to embrace loT
communication technology, including mobile penetration
and internet accessibility, demonstratesa conducive ground
for 10T development. This platform facilitates economic
innovation opportunitiesandenables the technology to serve
as a platform for commercializing research outcomes by
research organizations. Moreover, the importance of striking
a balance between developmentand security in this domain
is emphasized in this roadmap. It suggests that with
advancementsin this field, Malaysia could be recognized as
a central hub and regional focal point for 10T development
[50]. The country's younggeneration has shown significant
interest in the internet, not just as consumers but also as
creative developers. Through studying references [51-57],
the following conclusions can be drawn:

1- Formulating a comprehensive roadmap for loT
development,

2- Defining and elucidating key performance indicators in
the field of IoE,

3- Empowering and elevatingsmalland medium enterprises
ascapacity-buildingfactorsin the 1oE sector,

4- Enhancing collaboration and cooperation between
research and development sectors, in both private and
governmentaldomains,

5- Establishing an integrated center forthedevelopmentand
provision of various products, services, and solutions in
the IoE domain,

6- Craftingand presenting strategic budgets for advancing
crucial initiatives in this domain,

7- Gathering real-time data, integrating resources, and
sharing them to achieve optimal utilization and efficient
system integration and monitoring,

8- Providing a comprehensive and central approach for
urban advancement to foster sustainable and extensive
growth,

9- Encouraging continuous diagnosis and precise medical
treatment by medical professionals using IoE
technologies, including wearable devices that record and
analyze vitalsigns and dietary habits.

10- Establishing a dedicated organizational structure in
the IoE domain,

11- Establishing digital economic connections with
China within the framework of the Belt and Road
Initiative,

12- Creating an open innovation framework and

proposing innovative solutions,
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13- Strengthening prominent cities in the field of
information technology, such as Cyberjaya,

14- Implementing 10T pilot projects in various sectors
including  agriculture,  aquaculture, healthcare,
government,and environment,

15- Generating motivation and opportunities foractive
participation from localindustries and collaborating with
multinational corporations to enhance the development,
dissemination,and adoption of 10T technologies,

16- Forming cyber consortia and alliances in the loT
sector and attracting leading companies such as
Kaspersky for collaboration,

17- Establishing specialized laboratories for the
creation and developmentof practical projects,

18- Enhancing and nurturing specialized talents in the
IoE domain and expanding knowledge and technology -
related sKills in this field.

19- Establishing a regulatory and central authority
institution for issuing certifications and overseeing the
preservation of privacy, security, quality, and relevant
standardsin the loE domain,

20- Developing a working framework for mutual
communication that can leverage capabilities for rapid
development and implementation of I0E in the face of
heterogeneity and complexity of various standards and
technologies,

21- Providing necessary infrastructure to facilitate easy
accessto public data,

22- Creating a collaboration framework to connect
small and medium-sized enterprises with leading
multinational corporations and leveraging their
experiencesand resources.

Figure 11 provides an overview of Malaysia’s strategies in
the realm of the Internet of Everything (I0E).
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Fig. 11 Overview of Malaysia’s strategies in the realm ofthe Internet of
Everything (I0E)

4- Results and Discussion

The empirical analysis of the experiences of the countries
discussed in this article can serve asa modeland inspiration
forothernationsin achieving the Internet of Everythingand
device-to-device interactions. As we have seen, Dubai, one
of the seven emirates of the United Arab Emirates, hastaken
significant strides towards implementing the Internet of
Everything. By deploying smart infrastructure, launching
the unified Dubai Now app for all government and city
services, and establishing a smart city, Dubai has achieved
the distinction of havingthe fastest mobile internet speed in
the world and the fourth fastest in fixed internet in 2023
amongits neighboring countries. Therefore, it stands asan
excellent example of innovation in pursuing the visions of
the Internet of Everything forneighboring nations.

In contrast, in another neighboring country, Turkey,
Internet of Everything technology had not yet reached the
implementation stage, but the foundational elements,
technologies, and key concepts of the Internetof Everything
have been well established. Turkey has made notablke
progress in building the Internet of Everything
infrastructure. This progress includes the developmentof a
low-bandwidth Internet of Things ecosystem and a
favorable environment for 5G technology. Additionally,
Turkey hasexecuted numeroussmart projectsin areassuch
as urban development, transportation, public welfare,
agriculture, livestock, telecommunications, and banking.
We can observe that Istanbul, in comparison to two other

* HEALTHCURE
Y ROAD
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green cities, Copenhagenand Kiev, hasa compelling story
to tell in terms of its green initiatives.

China, a developed nation with a robust human
development index, the progress and development of the
Internet of Everything hasgained, with its leaders defining
it as a new engine for economic growth and industry.
Viewing transformation as an opportunity rather than a
threat, the new circumstances brought about by the COVID-
19 pandemic have not only failed to slow down China's
advancement in Internet technology but have also
contributed to a continuous increase in the country'sincome.
The designation of national programs like the 863 Program,
the 973 Research Framework, and the development of
fundamental and key national projects under the guidance
of the Chinese Ministry of Science and Technology, along
with the collaboration of the three major Chinese operators
(e.g., telecommunications companies), has been pivotal in
the development of the Internet of Everything in China.
South Korea, another developed nation, which ranks among
the top Asian countries in terms of economic and
information technology development, boasts the highest
average internet speed among the world's top 10 fastest
countries, showcasing its immense potential in various
smartization domains and realizing the Internet of
Everything vision. This accomplishment has played a roke
in South Korea's success in controlling the COVID-19
pandemic, as evidenced by its smart city initiatives. South
Korea has harnessed secure and dynamic infrastructure for
the development of Internet of Everything services,
underpinned by a comprehensive strategic plan and
necessary actions. The country achieved an impressive 22.6%
growth in the Internet of Everything sector from 2015 to
2018. The results of surveys conducted on the Internet of
Everything industry in South Korea from 2015 to 2019,
overseen by the Ministry of Science and ICT, indicate that
in 2019, the highest exportswere in terms of business in the
equipment sector, and the highest exports in terms of
application were in the manufacturingand retail sectors.
India, a developing nation, envisions becoming the world's
most populous country in the near future. The Digital India
program aims to transform India into a powerful digital
society and knowledge-based economy. This initiative has
inspired India to allocate a substantialbudget of around $7.4
billion for expanding the Internet of Everything, fostering
partnerships with leading universities globally, and
planning the development of smart cities. Some of the key
components of the smart city agenda that have received
attention in India include the government open data portal,
smart parking systems, intelligent transportation systems,
healthcare and patient tracking, smart grids, smart street
lighting, waste management, digital signage, border
security, and water management. Consequently, India
witnessed an increase in sales revenue for smart electronic
devices from 2019 t0 2020, while othertop countries in this
sector experienced a declining trend due to the conditions
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arising from the COVID-19 pandemic. Overall, India's
information technology sector has seen consistent annual
growth of over 30% since 1993, and its market value has
grown from $150 million to $150 billion, marking a
thousand-fold increase. The technology industry in India
indeed holds immense potential for growth and
development. India's proposed roadmap for the 10T is a
multi-pronged approach, consisting of five vertical columns:
Testing and project implementation centers, growth centers
and incubators, innovation and research and development,
support and motivation, and human resource development
and support, with two horizontal columns of standards and
governmentalstructure.

Lastly, Malaysia, anotherdevelopingcountry, hascreated a
roadmap for IoE readiness. Among the rich documents in
studying comprehensive plansin countries, the roadmap for
the 10T in Malaysia playsa significantrole. In this roadmap,
Malaysia's current status in terms of readiness and
opportunities for the Internet of Things, as well as the
challenges ahead in areas such as infrastructure, data and
information, security, and privacy, talent, and the
ecosystem have been assessed. Gap analysiswas conducted
subsequently. Indicators of information and communication
technology (ICT) readiness, such as mobile and internet
penetration rates and other metrics in Malaysia, indicate a
conducive environment forthe development of 10T services,
given domestic demand. This readiness hascreated unique
opportunities to unlock Malaysia's economic innovation
potential, particularly in transformational programs across
the economy, government, and digital lifestyles. However,
this opportunity is highly valuable for research institutions
aiming to commercialize research and development results,
which require an appropriate platform for implementing
solutions.

In summation, exploration of these diverse countries' 10E
journeys provides valuable insights into 10E's multifaceted
implementation and its potentialimpact on various sectors.
These case studies serve as reference points for other
nations looking to navigate the evolving landscape of the
Internet of Everything and capitalize on its myriad benefits.

5- Conclusion

In conclusion, this article offers a comprehensive summary
of key achievements and strategies in the pursuit of the
Internet of Everything in select nations. The diverse case
studies furnish valuable insights and impetus for
government officials, researchers, managers, and
entrepreneurs venturing into the realms of digital
transformation and emerging technologies. The transition
toward the lIoE has created abundant opportunities and
challenges for various countries. In the case studies of
China, South Korea, Malaysia, India, Turkey, and the
United Arab Emirates, it has been observed that each
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country, based on its characteristics, resources, and
objectives, haspursued unique strategies and approaches to
achieve the goals of the Internet of Every Thing. These
experiences canserve asmodels and sources of inspiration
for other countries in their endeavorsto realize the 1oE and
harness the interactions among devices and objects. For
instance, Dubai has rapidly become a global leader in
mobile internet and fixed internet speed, showcasing
innovative 10E implementation. In contrast, Turkey has
established a robust foundation for IoE, focusing on low-
bandwidth 10T ecosystems and implementing smart
initiatives across various sectors. China's dedication to the
IoE, asseen in its national programs, has driven economic
and industrial growth. South Korea's swift internet speeds
have laid the groundwork for successful IoE initiatives,
especially in smartcity development. India, with its Digital
India program, is actively investing in IoE expansion,
aiming to develop 100 smart cities. Malaysia, too, has
outlined a strategic 1oE roadmap, emphasizing
infrastructure, data, security, privacy, talent, and
ecosystems. These case studies offer valuable insights for
policymakers, researchers, managers, and entrepreneurs
venturing into digital transformation and emerging
technologies.
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Abstract

The image super-resolution (ISR) process provides a high-resolution (HR) image from an input low-resolution (LR) image.
This process is an important and challenging issue in computer vision and image processing. Various methods are used for
ISR, that learning-based methods are one of the most widely used methods in this field. In this approach, a set of training
images is used in various learning based ISR methods to reconstruct the input LR image. To this end, appropriate
reconstruction weights for the image must be computed. In general, the least-squares estimation (LSE) approach is used for
obtaining optimal reconstruction weights. The accuracy of SR depends on the effectiveness of minimizing the LSE problem.
Therefore, it is still a challenge to obtain more accurate reconstruction weights for better SR processing. In this study, a
Grasshopper Optimization Algorithm (GOA)-based ISR method (GOA-ISR) is proposed in order to minimize the LSE
problem more effectively. A new formulation for the upper bound and the lower bound is introduced to make the search
process of the GOA algorithm suitable for ISR. The simulation results on DIVerse 2K (DIV2K) dataset, URBAN100,
BSD100, Set 14 and Set 5 datasets affirm the advantage of the proposed GOA-ISR approach in comparison with some other
basic Neighbor Embedding (NE), Sparse Coding (SC), Adaptive Sparse, Iterative Kernel Correction (IKC), Second-order
Attention Network (SAN), Sparse Neighbor Embedding and Grey Wolf Optimizer (GWO) methods in terms of Peak Signal-
to-Noise Ratio (PSNR) and Structural Similarity Index Measure (SSIM). The results of the experiments show the superiority
of the proposed method comparing to the best compared method (DWSR) increases 8.613 % PSNR.

Keywords: Super Resolution (SR); High-Resolution (HR); Low-Resolution (LR); Learning-based Methods; Grasshopper
Optimization Algorithm (GOA).

Learning-based SR methods can be classified into two
categories: global image-based approaches and local patch-
based approaches [19]. In global image-based approaches,
the entire content of the input LR image is used, whereas in

1- Introduction

The super-resolution (SR) process creates a high-resolution
(HR) image using low-resolution (LR) images[1]. In other
words, it converts LR images to HR images [2]. This
process has been used in HDTV [3], image manipulation
[4], face recognition [5], medical imaging [6], remote
sensing [7], and monitoring [8]. In general, image SR
methods can be divided into three categories: interpolation-
based methods [9, 10], reconstruction-based methods [11,
12], and learning-based methods [13, 14]. In interpolation-
based methods and reconstruction-based methods, only the
features of the input LR images are used to produce a HR
image. In learning-based methods, however, the
information of external images along with input LR image
is used to produce HR image [15]. Learning-based methods
have received more attention in recent years due to their
superiority for the SR process. [15-18]

the local patch-based approaches, the content of the input
LR image is divided into several parts, and each part is used
separately to recover the HR image. Local patch-based
methods are more suitable than global based-methods for
image reconstruction. [20, 21]

In [22], a local learning-based method was presented for the
SR image processing task. In this method, a local training
set was developed according to the similarity between the
training samples and the test sample, and the local
regression function was used on the local training set.

In [23], local and non-local learning-based methods of LR
images were proposed for the SR process. In this method,
the non-local mean filter was used for the non-local
learning, and the regression of the steering kernel was used
for local learning.
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In [24], the multi-scale similarity learning method was
presented for the SR process. In this approach, the input LR
image patch was first iterated several times at the same scale
and also across different scales. Then, HR-LR patch pairs
were created to preserve details, using the original LR input
and its down-sampled version to extract similarities at
different scales from the images. The neighbor embedding
algorithm was finally used to estimate the relationships
between LR and HR image pairs.

In [25], a joint SR model was proposed, which had the
advantages of the external and the internal SR methods.
Two loss functions, (sparse coding-based external samples
and epitomic matching-based internal samples) were used
in this method.

In [26], a new local learning method, which was based on
the kernel ridge regression (KRR), was presented for the SR
process. Gabor filter was used to extract texture information
from LR patches as features. Then, each input LR feature
patch was used by the K-nearest neighbor algorithm to
create a local structure. Finally, the KRR was used to map
the input LR feature patches to HR feature patches in the
local structure.

In [27], an SR approach was proposed based on extreme
learning machine (ELM). In the training phase of
algorithm, the high-frequency components of the original
HR images were given as target values and the image
features of the LR images were imported to the ELM to
learn a model. In this method, the details and fine structures
in LR images were reconstructed well.

In [28], a new method based on non-negative neighbor
embedding was presented for the SR process. In this
method, a dictionary containing patches of LR images and
patches of HR images was used for training. Each LR
feature vector in the input image was expressed as the
weighted combination of its K nearest neighbors in the
dictionary; the corresponding HR feature vector was
reconstructed under the assumption that the local LR
embedding was preserved.

In all these learning-based methods, the optimal
reconstruction weights are obtained by calculating the least-
squares error between the input LR image and training LR
patches, and then the generated weights are applied to the
same HR training patches to reconstruct the output HR
patch. All reconstructed HR patches are finally combined
together to create a complete HR image. The accuracy of
SR depends on the effectiveness of minimizing the least-
squares error problem. Therefore, it is still a challenge to
obtain more accurate reconstruction weights for better SR
processing. The various meta-heuristic algorithms
introduced so far can be used for obtaining the weight value
for the optimum reconstruction. The grasshopper
optimization algorithm (GOA) [29] is one of these methods.
This algorithm was introduced by Saremi [29] based on the
cooperative behavior of grasshoppers in 2017. The GOA
has been widely used in various applications, such as the

digital watermarking [30], cancer classification [31], and
medical image fusion [32]. Compared to other meta-
heuristic algorithms, including Genetic Algorithm (GA)
[33], Particle Swarm Optimization (PSO) [34, 35], Firefly
Algorithm (FA) [36, 37], Bat Algorithm (BA) [38], and
Gravitational Search Algorithm (GSA) [39, 40], this
algorithm can avoid local optima, showing a good balance
between exploration and exploitation, due to the high
amount of exploitation and convergence features. These
advantages encouraged the proposal of the GOA for the
optimal reconstruction weight value in the SR process.

The rest of this study are organized as follows. Section Il is
dedicated to a review of GOA. In Section Il and Section
IV, the proposed method and the simulation results are
presented respectively. Section V represents the
conclusions of the study.

2- Grasshopper Optimization Algorithm (GOA)

As chewing herbivorous insects, grasshoppers are one of the
largest groups among all those creatures. The unique aspect
of a cloud of grasshopper is that the group life behavior can
be observed in both adult and infant grasshoppers. Millions
of newborn grasshoppers jump and move like spinning
cylinders. As they become older, they form a group in the
air. This is how grasshoppers migrate over long distances.
The main characteristic of these groups in the larval stage is
the slow movement and small steps of the grasshoppers. In
contrast, prolonged and sudden movement is a key feature
of these groups among older grasshoppers. Searching for
food resources is an important feature of group life among
grasshoppers [41]. The life of these insects and their group
search for food were the inspirations for generating the
GOA. Nature-inspired algorithms generally split the search
process into two phases: the exploration and the
exploitation. In the exploration phase, search agents are
stimulated to move abruptly while tending to passage
locally during the exploitation step. These two operations as
well as searching for the target are done instinctively by the
grasshoppers. The mathematical model for simulating the
group behavior of the grasshopper’s movements is
described according to Equation (1). [29]
X, =S, +G, + A
@

Where X, defines the location of the i" grasshopper, S, is
the so-called interaction computed according to Equation
(2), G, is the gravity force on the i™ grasshopper, and A,
represents the wind advection [41]. To provide a random
behavior, Equation (1) is rewritten as X, =rS; +r,G, + LA,
wherer,, r, and r,are random numbers belong to[0,1] . The
interaction is calculated using the following equation. [29]
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S, =X s@)d, . =i @)
Where d;; is the distance between i" and j" grasshoppers

computed asd; =[x —x

,and d; =(x; -x;)/d; is a unit

vector from the former grasshopper to the latter one.
Moreover, s is a function that defines the strength of social
forces according to Equation (3). [29]
s(r)=f .exp(-r/I)—exp(-r) (3)

Where f represents the intensity of attraction, and | is the
attractive length scale. The detailed description of the GOA
is available in the main references [41, 42]. In an
optimization problem involving p parameters, a vector of
length p is constructed, representing the position of an
individual grasshopper within a swarm consisting of
multiple insects. According to Equation (1), the position of
each grasshopper in the swarm is updated, with respect to
the mentioned factors and the optimization objective
function in each iteration. After a specified number of
iterations, the grasshopper with the optimal objective
function is selected as the best answer for the optimization
problem.

3- Proposed Grasshopper Optimization
Algorithm-Based Image Super-Resolution
Method

In this article, a new approach based on the GOA is
proposed to obtain optimal reconstruction weights in the SR
process. First, each of the input LR image and LR training
images is divided into several patches. Then, the distance
between each input LR patch and the same patch position in
all the LR training images is calculated according to
Equation (4).

L L [
dnym:HIn _Tn’mu2 n=12,.., N m=12,.... M (4)

Where | L and T L are input LR image and LR training
images, respectively, n is the number of patches, and m is
the number of LR training images.

The upper bound and lower bound are then calculated
according to equations 5 and 6 to limit the spatial range of
searching for optimal weights. The GOA is used as the
optimizer for the objective function in Equation (7). This

algorithm returns the optimal weight vector Wy  for the

input patch | nL calculated from the same position training

LR patches, ie., T4, T, Ts,... Tihy - The generated

weight vectors for each patch are finally used with similar
patches in the training HR images to reconstruct the super-

resolved patch according to Equation (8). All the |nﬁ'm
patches are combined to create the final HR image. In

overlapping regions, the final value is the average of pixel
values. The flowchart and pseudo-code of the proposed
method are shown in Fig. 1 and Fig. 2, respectively.

1
UBnm ==& ®)
n,m
LBy = fl——t—x A (6)
mmer dn m 2
hm= in| 1 ~To- ’ )
Wn,m = afQw, , My =TnmWnm )
M N
H H
Inm = ZZTn,mWn,m ®)
m=1n=1

The 41 and 47 are adjustable parameters with fixed values.

Algorithm 1: Pseudo-code of the proposed GOA-ISR method in the SR process

Input: LR input image, LR and HR training sets:

Output: Output HR image

e Each LR input image and LR training images are divided
into 4x4 size patches.

e Each HR training image is divided into 16x16 size
patches.

e [or n=1 n=12,...,N

Select patch 1L form I -

Compute similarity between input patch and training patches
according to Equation (4), and they are sorted in ascending
order in a vector then.

Calculate the upper bound and lower bound according to
equations (5 and 6)

Call the GOA with cost function:

Obtain the optimal from the GOA W, m
Create HR patches using training HR patches and optimal
weights

¢ End for

e Combine all the |nﬁ'm patches to make the final HR image

Fig. 1. Pseudo-code of the proposed GOA-ISR method in the SR process
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Fig.2. Description of the proposed GOA-ISR method First, optimal
reconstruction weights are achieved by expressing an input patch in-
terms of training LR patches using proposed GOA-ISR. Then, generated
weights are applied to counterpart HR training patches for reconstructing
the output patch. Finally, all reconstructed patches are joined to build a
complete final HR image

4- Implementation and Examination of the
Results

In this section, a comprehensive evaluation of the proposed
GOA-ISR method is conducted, comparing it against
existing methods, including Bicubic [9], Neighbor
Embedding (NE) [43], Sparse Coding (SC) [44], Iterative
Kernel Correction (IKC) [45], Sparse Neighbor Embedding
[46], Adaptive Sparse [47], Second-order Attention
Network (SAN) [48], and Grey Wolf Optimizer (GWO)
[19]. All of the experiments are performed using
MATLAB® 2019A software on a personal computer with
an Intel Core i7 processor and 16G RAM. Two databases
are used in order to examine the capability of the suggested
GOA-ISR method. The database of natural images includes
thousands of high-quality and low-quality images [44]. The
DIV2K database is published by Timofte et al. for ISR [49].
DIV2K consists of 800 training images, 100 validation
images, and 100 test images.

4-1- Evaluation Criteria

To evaluate the effectiveness of the proposed GOA-ISR
method in IRS, peak signal-to-noise ratio (PSNR)[50] and
structural similarity index measure (SSIM)[51] can be used
besides the subjective visual appearance.

2

255

PSNR=101 s 9)
Oglo[ MSEJ

3 lofi 1) 1637
i-1 j=1

MSE = (10)

mxn
SSIM (2u0ur +c]‘)(200r +Cp) (11)

Ho +/1|? +Cllag+0r2+C2)

Where, lo and Iy are the original and the reconstructed
images, respectively; m and n are the height and width of

the image; Ho and Hr are mean intensities of images
(original and reconstructed images); ©© , and °T
represent the standard deviation of original and

. . Ogr - .
reconstructed image, respectively; ~ O is the covariance of

images; gl and €2 are constants that ! is 0.01 and €2 is
0.03.

4-2- Experimental Results

In these experiments, the algorithm parameters are selected

as constant in order to prevent the selection of the
parameters’ values from affecting the results of SR process
(Table 1). The test and training sets are completely non-
overlapped. For HR images, the patch size and overlap
between patches are set to 16 x 16 and 12 pixels,
respectively. Similarly, it is set to 4x4 and 3 pixels,
respectively, for LR images. Four sets of tests are done as
follows: The qualitative performance of the proposed
method is checked in the first set; the quantitative
performance of the proposed method is examined in the
second set; and the performance of other meta-heuristic
algorithms for the SR process is examined in the third set.
The performance of the proposed method is checked on
different databases in the fourth set.

Table 1. Parameter values in different methods

Algorithm Parameters Value
a 2t00
GWO[19] Population size 100
Maximum iteration 100
NE[46] K 12
Sparse 8min 0.0001
Neighbor n 4
Embedding[46] b 0.9
v 1
EA ﬂO 1
a Otol
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W 0.9to

c 0.2
1

PSO[19] o 2ug
Population size 100
Maximum iterations 100

a 5
GO 100
2t00.1

GSA[52] [ 0101
C 100
Population size 100

Maximum iterations

Population size 100

GOA Maximum iteration 100
Population size

Maximum iteration 188

GOA-ISR A 08

I 0.1

4-2-1- Qualitative Investigation of the Proposed GOA-
ISR Method Performance

In this experiment, natural images [44] are used to
qualitatively check the performance of the proposed GOA-
ISR method in the SR process, and an example of SR results
using the proposed method is shown in Fig. 3.

(@)

(b)

)
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(d)

Fig. 3. Results of different methods of SR process, (a) Bicubic[9] (RMSE=4.18),(b) NE [43] (RMSE=4.23), (c) SC[44] (RMSE=4.03), (d) IKC [45]
(RMSE=3.52), (e) Proposed GOA-ISR method (RMSE=3.21) (f) Ground truth

As shown in Fig. 3, the SR process in the Bicubic and NE
methods has created artifact edges, while the SC method has
caused the removal of sharp edges and blurring. IKC
method has fewer artifact edges than Bicubic and NE
methods, and thus, this method performs better than the
Bicubic and NE methods in the SR process. Sharp edges in
the proposed GOA-ISR method are recovered better than in
other methods and have much clearer details with less
artifacts. The image of the proposed GOA-ISR method is
very close to the ground truth image, which indicates the
proper performance of the proposed method.

4-2-2- Quantitative Investigation of the Proposed GOA-
ISR Method Performance

In this experiment, 20 images from the DVI2K database
were used to check the quantitative performance of the
proposed GOA-ISR method, and the results are shown in

Table 2.

Table 2. Quantitative results of SR methods
IMAG Sparse Adapt | GW SAN[ | DWS Prop

E Neighbo ive O[19] 48] R[53] osed
r Spars GOA
Embedd e[47] -ISR
ing[46] meth
od
PSNR(d | PSNR | PSNR | PSNR | PSNR | PSNR
B) (dB) | (dB) | (dB) | (dB) | (dB)

SSIM SSIM | SSIM | SSIM | SSIM | SSIM
Image 19.44 26.37 | 27.31 | 3110 | 32.20 | 34.72

1 0.691 0.821 | 0.801 | 0.890 | 0.897 0.945
Image 17.84 20.24 | 23.40 | 2691 | 28.37 | 3256
2 0.704 0.685 | 0.806 | 0.831 | 0.871 | 0.923
Image 21.52 26.11 | 25.16 | 28,53 | 26.08 | 31.87
3 0.715 0.847 | 0.812 | 0.834 | 0.786 | 0.909
Image 17.81 2471 | 24.02 | 29.09 | 33.11 | 34.39
4 0.702 0.834 | 0.791 | 0.856 | 0.905 | 0.934
Image 16.61 2142 | 2175 | 27.30 | 32.42 | 3433
5 0.566 0.739 | 0.725 | 0.871 | 0.930 | 0.935
Image 19.89 26.89 | 25.63 | 28.38 | 32.24 | 3532
6 0.722 0.813 | 0.835 | 0.835 | 0.896 | 0.940
Image 18.78 2287 | 2474 | 27.75 | 32.84 | 34.96
7 0.706 0.835 | 0.829 | 0.845 | 0.891 | 0.925

Image 20.81 2330 | 25.72 | 28.24 | 29.75 | 33.23
8 0.714 0.833 | 0.823 | 0.847 0.90 0.926

Image 21.63 27.73 | 28.45 | 31.13 | 3248 | 33.05
9 0.736 0.848 | 0.837 | 0.897 0.92 0.933
Image 20.90 2345 | 27.23 | 28.49 | 3154 | 33.89
10 0.7303 0.821 | 0.849 | 0.869 0.88 0.939
Image 17.28 22.83 | 22.78 | 2845 | 32.23 | 34.40
11 0.651 0.811 | 0.786 | 0.837 | 0.896 | 0.929
Image 16.58 22.61 | 21.94 | 27.86 | 32.02 | 33.89
12 0.645 0.810 | 0.772 | 0.842 | 0.893 | 0.931
Image 19.37 25.17 | 25.12 | 28.05 | 28.74 | 31.74
13 0.716 0.806 | 0.830 | 0.835 | 0.857 | 0.913
Image 20.48 26.09 | 25.84 | 21.74 | 29.17 | 31.45
14 0.675 0.830 | 0.798 | 0.690 | 0.843 | 0.917
Image 26.00 2596 | 23.14 | 2452 | 31.35 | 3249
15 0.702 0.667 | 0.657 | 0.722 | 0.883 | 0.931
Image 20.87 2423 | 2231 | 23.61 | 30.69 | 32.83
16 0.628 0.821 | 0.812 | 0.718 | 0.910 | 0.925
Image 21.20 27.24 | 26.84 | 28.06 | 29.09 | 33.60
17 0.723 0.850 | 0.855 | 0.846 | 0.889 | 0.938
Image 18.02 20.31 | 22.34 | 25.03 | 30.38 | 32.19
18 0.691 0.791 | 0.762 | 0.763 | 0.786 | 0.873
Image 19.31 24.03 23.62 | 26.82 | 28.01 | 29.34
19 0.701 0.780 | 0.820 | 0.871 | 0.908
0.892
Image 17.98 23.79 | 24.05 | 2849 | 29.21 34.38
20 0.618 0.810 | 0.742 | 0.858 | 0.861 | 0.943

As seen in Table 2, the sparse neighbor embedding
method has a weaker performance than the other methods,
but the GWO and SAN methods have an acceptable
performance in the SR process. The quantitative evaluation
results show that the performance of the proposed GOA-
ISR method is better than other methods, such as the SAN
method.

4-2-3- Investigating Other Meta-Heuristic Algorithms
in the SR Process

In this test, other meta-heuristic algorithms, such as Particle
Swarm Optimization (PSO) and Gravitational Search
Algorithm (GSA), and Firefly Algorithm (FA) are used to
recover the weight value in the SR process. The DVI2K
database is used in this study.

Table 3. The results of the SR process on meta-heuristic algorithms
Algorithms PSNR(dB)
PSO 16.23
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GSA 18.71

FA 19.08

GOA 22.43

Proposed GOA-ISR Method 24.19

As seen in Table 3, the value of PSNR in GOA and the
proposed GOA-ISR methods are better than that in other
meta-heuristic algorithms, such as PSO, GSA, and FA. The
effective and better performance of this algorithm has been
proven against other meta-heuristic algorithms [54]. The
reason that the performance of the proposed GOA-ISR
method is better than the classic GOA is that the search
space in the proposed GOA-ISR method is limited, and the
local optimum is prevented from getting stuck by providing
upper bound and lower bound formulas.

4-2-4- Checking the Proposed GOA-ISR Method on
Other Databases

In this experiment, URBAN100 [55], BSD100[56], Set 14
[57] and Set 5 [28]databases were used to evaluate the
performance of the proposed GOA-ISR method, and the
results are shown in Fig 4 and Table 4.

Table 4. Performance evaluation of the proposed GOA-ISR method on
different databases

Database Average PSNR
URBAN100 26.43
BSD100 27.65
Set 14 31.24
Set5 30.09

©

()

Fig. 4. The results of the SR process, (a)(c) HR image ,(b)(d) Proposed
GOA-ISR method
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The images of the proposed GOA-ISR method are very
close to the HR images, which indicates the proper
performance of the proposed GOA-ISR method (Fig. 4).

5- Conclusion

In this study, a new approach based on the GOA is proposed
to obtain optimal reconstruction weights in the ISR process.
The suggested GOA-ISR obtains optimal reconstruction
weights for training LR images, which leads to promising
reconstruction of HR images. In this approach, the distances
between the training patches and input are calculated, so the
performance of the SR process can be better compared with
the classical GOA algorithm. In the future studies, it will be
tried to achieve the maximum improvement of the SR
process through using a suitable method to optimize the
fixed parameters of the algorithm, that is, instead of the trial
and error method, the parameters of the algorithm should be
obtained systematically.
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