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Abstract 

Visible Light Communication (VLC) has emerged as a powerful technique for wireless communication systems. Providing 

high data rate and increasing capacity are the major problems in VLC. Recent evidence suggests that Multiple Input 

Multiple Output (MIMO) technique can offers improved data rates and increased link range. This paper describes the 

design and implementation of visible light communication system in indoor environment exploring the benefits of MIMO. 

The specific objective of this research was to implement a 4×4 Multiple Input (LEDs) Multiple Output (photodetectors)-

VLC communication system, where a 16 white power LEDs in four arrays are setting up at transmitter and four RX 

modules are setting up at receiver side without the need for additional power or bandwidth as well as analyze a 

mathematical model for a VLC-  ×4 MIMO with different modes such as the suitable angles to cover the entire room.  

The research designs practically an electronic circuit for the transmitter and receiver with inexpensive components. The 

power distribution of different propagation modes is calculated for Single Input Single Output (SISO) and MIMO channels 

in typical room dimensions. The results in this paper indicate that the power is distributed uniformly for entire room when 

implemented VLC-MIMO as compared to VLC-SISO. Furthermore, a 4×4 MIMO implementing VLC  is compared in 

term of BER vs. SINR  with SISO communication system for both Line of Sight (LOS) and Non Line of Sight  (NLOS) 

propagation modes. Comparing the two results of LOS and NLOS, it can be seen that  a 4×4 MIMO implementing VLC  

for LOS perform better than the same system with NLOS due to  decreasing in the received power resulted from  the 

multipath effect.  

  

Keywords: MIMO; SISO; VLC; Optical; Indoor; Power Distribution. 

 

1- Introduction 

Recent developments in lighting industry have heightened 

the need for Visible Light Communication (VLC) which 

has been attracting a lot of interest in the short distances 

wireless communications [1]. There is an urgent need to 

address license spectrum, electromagnetic interference and 

security problems for radio frequency (RF) wireless 

communications; However, VLCs are one of the most 

promising complementary technologies for RF 

communications [2].  

VLCs have emerged as a powerful solution for indoor 

high-speed data transmission, where high spectral 

efficiencies and low latencies are the main requirements 

for next generation wireless networks.  Fig. 1 shows the 

concept of VLC system [3-4]. Unlike RF signals, VLC 

modulated signals must be nonnegative and real valued 

signals. Moreover, intensity modulation and direct 

detection (IM/DD) schemes may be utilized at the 

transmitter and the receiver [5].  

Due to the characteristics of LEDs, multiple LEDs are 

popularly employed to provide illuminations as well as 

translating data because of their higher efficiency, friendly 

manifest, long life time and better spectrum efficiency in 

indoor environment. 

However, the common white LEDs have a limited 

bandwidth, which restrict the high data transmission rate 

[6-8]. 

mailto:lwaa@kecbu.uobaghdad.edu.iq
mailto:akadhim@kecbu.uobaghdad.edu.iq
mailto:aliaarariq2222@gmail.com
mailto:oshynaeem300@gmail.com
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MIMO channels where multiple sources and multiple 

detectors are setting up at transmitter and receiver are 

predominantly used to combat multipath fading and 

optimize the data rate. MIMO is fundamental to achieve 

higher spectral efficiency and link reliability and or 

diversity [9-10]. 

Visible light communications implementing MIMO 

technique is a promising solution for wireless 

communication systems in beyond 5G networks. However, 

it provides high energy efficiency, low implementation 

cost, and high-speed data transmission [11].  

Consequently, in a typical indoor VLC system, there are 

illuminated sources; therefore, it is natural to utilize 

MIMO technique to have parallel data [12]. On the other 

hand, due to the highly directional characteristics of light 

propagation, the communication through VLC channels 

has mainly relied on the availability of LOS link in 

addition to NLOS link where the transmitted signal at the 

receiver through different angles, different time delays 

and/or different frequency [13]. 

2- Related Works 

More recent attention has focused on the provision of 

VLC-MIMO communication systems, 

A great deal of previous research into  ×   MIMO-VLC 

system for indoor environment has focused on the 

implementation of STBC and Repetition coding assuming 

LOS and NLOS links.  

In their case study, a performance of VLC-MIMO system 

has been computed and demonstrated. This study indicates 

that the performance of the proposed system has a good 

improvement when compared with the system used single 

PD but they did not take in consideration how the power is 

distributed in entire room [14]. A number of authors have 

considered the analysis of a 2×2 VLC-MIMO system 

employing joint IQ independent component. This analysis 

involves a novel MIMO detection scheme to decompose 

the superposed signals. With the help of the proposed 

machine learning scheme, two received optical signals can 

be separated into two independent parallel signals. 

Detailed simulation showed that the unmixing matrix can 

be quickly converged by iterations.  

They evaluated the performance of the algorithm where 

the Q factor yielded a gain of about 2.5 dB compared with 

the traditional Alamouti Space Time Block Coding 

(STBC) scheme [15]. Various studies have assessed the 

performance of an indoor optical wireless communication 

system with VLC technology with a spatially random 

receiver. Considering that the receiver is uniformly 

distributed on the floor, a 4 light emitting diode (LED) 

lamps are located at the center of the room. The receiver 

chooses the best channel link to receive the information 

from the LED lamps, which depends on the distance 

between the receiver and each lamp by using stochastic 

geometry theory [16]. One of the most significant current 

discussions in VLC-MIMO is the inferiority of BER 

performance due to the multipath effects in indoor 

environment. Repetition coding (RC), STBCs, and spatial 

multiplexing (SMP) had been used to improve the BER 

performance.  

Two different configurations (2 × 2 and 4× 4) are taken 

into consideration with distinct transmitters spacing. 

Simulation results and a comparative analysis of their 

system with an existing system is given mainly in terms of 

bit error rate (BER), data-rate, and transmission range. The 

simulation and experimentation results showed that the RC 

scheme with significant diversity gain provides more 

robustness as compared to other MIMO schemes [17]. 

However, in all of the presented woks, the analysis of the 

VLC-MIMO system for indoor environments has been 

investigated using either Line of Sight (LOS) or Non LOS 

(NLOS) propagation models.  

In the current work, the power distribution has been 

simulated for two different propagation modes, LOS, also 

known as power distribution without reflection) and 

NLOS, known as power distribution with reflection).  

There are two primary aims of this research: 1. To analyse 

a  × 4 MIMO-VLC system for both LOS and NLOS 

propagation modes. 2. To measure the power distribution 

in different cases according to system under study. The 

system is designed practically using inexpensive electronic 

circuits for both transmitter and receiver sides.    

In the rest of this paper, part II introduces the 

mathematical model for the VLC-MIMO system. Part III 

introduces the two different Tx-Rx modules for the 

proposed system in addition to hardware experiments. In 

part IV, presents and discuss the MATLAB simulation 

results.    

Notations: We use uppercase bold letters for matrices and 

lowercase bold-italic letters for vectors. (   )
*
 stands for the 

complex conjugate.  

 
Fig. 1. Application of visible light communication 
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3- The Proposed Scheme 

3-1- Indoor VLC Model 

The typical room model for the present work is shown in 

Fig. 2 with dimensions of 3×3×5 m
3
. The location of the 

receiver is assumed to be put at a height of 2-m from the 

ground. LOS, L-R1 and L-R1-R2 signals are reaching 

photodetector. LOS represented by Path d (red line), 

NLOS has been represented in Fig.2 by path d1d2 (blue 

line) for L-R1 channel and path d1-d3-d4 (green and blue 

lines) is for L-R1-R2 channel.  

The average transmitted power from the light source is 

given by 

                     
 

 
∫   ( )          ( )      

 

 
                        

(1) 

where    is the optical transmitted power. 

Through the channel model, the reflectivity of the walls 

(plastic wall, plaster wall…etc), ceiling, floor differs 

leading to intersymbol interference (ISI).  

The first and second reflections are shown on wall-1 and 

wall-2 respectively. Thus, the power received at 

photodetector via direct and non-direct paths is calculated 

by equation (2) 

             Ρr=(HLOS(0) + H dif(0)) pt +  
noise                   (2) 

where HLOS(0) and Hdif(0) are the direct gain (DC) of 

direct path and non-direct paths respectively and   
noise  is 

the noise power.  

Angles ф, ф1 represent irradiance angles of LOS and 

diffuse signal respectively, α,ϓ are the incidence angles 

and β, δ are the exit angles at the surface of the wall. 

Angles φ, φ1, φ2 are the angles of incidence at the detector 

for direct path, first and second reflections respectively 

[12-13]. 

Emitted light intensity via an LED can be represented by 

Lambert formula and given by [18], 

        s(φ) = pt

   

  
     ( )                    (3) 

where m is the Lambertian emission order which is given 

by 

           m=
  ( )

  (        )
                                               (4) 

where     is the half power angle of LED. 

The channel impulse response of a LOS link due to the 

transmitted signal from the light source to the 

photodetector is 

       HLOS(0)= (
  (    )

  (    ) 
    ( )    ( ) ( )         

                 
)        (5) 

           ( )  (
  

    (    )
                          

                                        
)                             

(6) 

where Ar is the active area at the receiver,  fov is the FOV 

of the receiver and   is the refractive index. 

While, the channel impulse response of the first reflection 

signal is given by, 

     H1stref(0)= (
     (    )

  (    ) 
    ( )    ( ) ( )         

                 
)       

(7) 

where ∆A is the small grids area on the walls surface, 

ceiling surface and ground, the term Ρ represents the wall's 

reflection coefficients. Similarly, the channel impulse 

response of the second reflected signal is given by 

H2nref(0)=              

(
  (  )   (    )

  (        ) 
    ( )    ( ) ( )    ( )    ( )         

                 
)     (8) 

 
Fig. 2. Typical room model 

3-2-VLC-MIMO Model 

The case study approach is chosen to investigate the 

mitigation of multipath reflected signals coming from 

walls and ceil owing uniform power distribution for entire 

room environment. In the block diagram of Fig. 3, 

consider a system of a  ×   MIMO is applied to 

transmitter as well as the receiver.  

Four symbols s1,s2,s3 and s4 are transmitted in four 

consecutive time slots TS1, TS2,TS3 and TS4 using four 

different  arrays of sources at the transmitter and four 

different detectors  at the receiver. 

The emitted light signal via an LED is 

                  ( )     ∑   
   
                                                           

(9) 

Where    is the transmitted power via an LED and   is 

data symbols. Therefore, at high frequency, the driving 

circuit modulates the driver current to switch LEDs as ON 

and OFF. Now, consider a  ×   matrix for symbols   ,   , 

   and    are arranged as 

         [

        

     
   

    
 

  

  

   

  
 

   

   

  

   
 

]                                 

(10) 
The transmitted light signals over four time slots from four 

arrays of white LEDs are specified in Table 1. 
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Table 1: light signals transmitted over four time slots of four arrays. 

 

Time        

LEDs1 

       

LEDs2 

from    

LEDs3 

       

LEDs4 

                   

               
    

     
  

                        

               
         

  

Once the signals are transmitted via wireless channel with 

channel gain  , the channel matrix between the LEDs and 

the PDs has been described by; 

                   H=[

         

   
         

]                                       (  )                                                                                                           

where        is a channel coefficient between j
th

 PD and i
th

 

LED and the dimension of the MIMO channel matrix � 
is �� ×��.   
The received signals on the Photodetector 1 (PD1) at the 

time periods       ,         ,           and           
respectively assume the forms, 

        =2  
                                   

              
               

        
        

  

     
           =   

                               

    
               

               
               

   

                                                                                           (12) 

Similarly, The received signals on the (PD2) at the time 

periods       ,         ,           and           
respectively assume the forms, 

        =2  
                               

    

              
               

        
        

  

     
           =   

                               

    

               
               

               
   

                                                                                          (13) 

The received signals on the (PD3) at the time periods 

      ,         ,           and           respectively 

assume the forms, 

            
                              

     
           =   

               
        

        
   

    
           =   

                               

    
               

               
               

   

                                                                                           (14) 

The received signals on the (PD4) at the time periods 

      ,         ,           and           respectively 

assume the forms, 

            
                              

     
           =   

               
        

        
   

    
           =   

                               

    
 

               
               

               
   

                                                                                           (15) 
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Fig. 3. Block diagram of VLC-MIMO system 
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where    is the photodetector responsivity and n is the 

additive white Gaussian noise with zero mean and 

variance   
 . 

 

3-3-VLC-MIMO System Design 

Many researchers have utilized SISO systems in VLC. A 

major problem with single emitter (LED) and single 

receiver (photodetector) is the limitation in link range as 

well as the data throughput. 

To increase the reliability of VLC system, multiple input 

(LEDs) and multiple output (photodetectors) has been 

proposed offering enhanced range link and data 

throughput. Fig. 4 shows typical indoor illumination 

installing MIMO system.  

It consists of TX side and RX side. The TX side is setting 

up in the room ceiling of 3-m altitude above ground like a 

spot light of 16 white power LEDs.  

RX modules could be in any part of the received light spot 

zone.  

The proposed low level of TX-RX modules of 4x4 MIMO 

systems is shown in Fig. 5. 

The system simply consists of 16 power LEDs of 1watt 

each grouped in 4 groups of 4 LEDs. Each group 

represents TX module. Each module takes data from TX 

Arduino (UNO) pins. 

The TX Arduino works as data generator in form of 4 

metrics as      
     and   

 . The      
     and   

  data 

elements represented by Arduino pins as pins 7, 8, 12 and 

pin 13 respectively. These data transmitted using white 

light by modulate LEDs intensities using PWM 

modulation. 

 

 
Fig. 4 typical indoor illumination 

The RX side consists of 4 RX module, each module 

simply formed by a photo transistor as photo sensor, PWM 

demodulator (integrator) and amplifier. 

The received signals y1, y2, y3 and y4 from RX modules is 

provided to Arduino analogue pins as Ao, A1, A2 and A3 

respectively. The Arduino follow the MIMO received 

algorithm to construct the transmitted data. 

 

3-3-1-TX Module 

Fig. 6 shows the TX module, simply consists of LM555 

timer IC Q1 as driver and 4 power LEDs. The LEDs work 

as TX source and spot light.  

LM555 IC works as PWM with frequency around 2.5 

KHz, the output of the LM555 control the base current of 

Q1 power transistor which works always to give bias to 

the 4 LEDs using R1 resistor and the modulation signal is 

provided to pin 5 of the IC from pin13. 

 
Fig. 5. The low level circuit of TX-RX modules of 4x4 MIMO systems 
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Fig. 6. The transmitter module 

 

3-3-2-RX Module 

Fig. 7 shows the RX module, simply constructed from 

photo sensor like 3DU33 photo transistor, 3 poles passive 

LPF and 2 stage amplifiers formed by Q2 and Q3.  

As mentioned earlier, to get higher power densities the RX 

module must be near the center zone of the received 

spotted light as presented in Fig. 8, which shows the 

received test signal of 2.5KHZ received for maximum 

amplitude when the RX module is located near spotted 

received zone.  

If the frequency of the signal is increased, the received 

signal will be suffered from distortion because of slow 

time response of the photo sensor.  The output of the RX 

modules lunched to RX Arduino to construct the 

transmitted data. The proposed VLC circuits implemented 

MIMO system is set out in Fig. 9. 

 
Fig. 7. The receiver module 

 

Fig. 8. The received test signal 
 

 
 

Fig. 9. The proposed VLC system circuits 

4- Evaluations 

In order to access VLC based MIMO channel, a power 

distribution of VLC based SISO channel under the 

specified specifications has been measured.  

Table (2) illustrates some of the main parameters of the 

VLC link. 
Table (2) system Parameter of the proposed VLC-MIMO link 

Parameters Value 

size of room 

reflection coefficient 

transmitted power 

field of view (FOV) 

Number of LEDs per array 

Responsivity 

3*3*5 m3 

0.7 

20mW 

700 

4×4 (16) 

 

0.2 

In the case of SISO system considering LOS propagation 

environment without reflection, the distribution of the 

optical power is shown in Fig. 10. 
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Fig. 10. The optical power distribution of VLC-SISO LOS without 

reflection. 

It can be seen that the optical power is mostly uniform 

distributed at the center with maximum power at -23.5 dB 

and minimum at -27.5 dB. Other considering that LOS and 

NLOS propagation environment where in addition to 

direct light path, the reflected light from the walls are 

taken in consecration. 

 
 

 

Fig. 11. The optical power distribution of VLC-SISO LOS with 
reflection. 

It can be seen from Fig. 11 that the received optical power 

distributed non-uniformly due to reflections of light from 

walls.  

As shown in Fig. 12. diverse the sources and detectors at 

transmitter and receiver respectively reported significantly 

more distributed for optical power in all directions of the 

room leading to increasing capacity. 

 
 

Fig. 12. The optical power distribution of VLC-MIMO reflection 

 

Fig. 13 compares the BER performance against SINR for 

SISO and MIMO communication systems of LOS 

propagation mode using OOK modulation scheme. It can 

be seen that the performance of  ×   MIMO implemented 

VLC system has a superior performance as compared to 

SISO implemented VLC system.  

This is due to the ability of MIMO. In Fig. 14, the 

comparison between the BER performance have been done 

between SISO and  ×   MIMO but for NLOS 

propagation mode for the parameters shown in table (3). 

 ×   MIMO implemented VLC system perform better 

than SISO system. This is due to the ability of MIMO to 

combat the multipath fading and improve the data rate. 

Comparison of the findings with those of other studies 

confirms that the   ×   MIMO reported significantly 

decreased BER performance for NLOS as compared to 

LOS scenarios.  

This is due to decreasing in the power received when the 

detector in not within the LOS with LEDs. These results 

reflect those of [14] who also found that the performance 

of  ×   MIMO is better than single LED and single PD. 

These results are consistent with data obtained in [17] that 

achieves 18 dB in the case of LOS and 22 dB in the case 

of NLOS at a BER of 10
-5

.  

However, if VLC implemented, MIMO outperforms the 

SISO at the expensive of more complexity, but in our 

work, we implemented the VLC-MIMO system with less 

complexity as explained in section 3.3 as compared to the 

above study.  

The present study was designed to reduce the complexity 

of the electronic circuit as compared to the circuits 

designed in the literature. The present implementation is 

significant in at least two major respects: firstly, the 

electronic circuit implemented using inexpensive 

electronic components and available in the markets.  

Secondly, the design of the electronic circuit achieved in a 

simple modality and uncomplicated mathematical 
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relations. So, to avoid the use of system integration in the 

circuit design which is limited, we used the Arduino 

microcontroller which is open source electronic platform, 

reprogrammable and inexpensive. 

However, our design may be considering a real VLC-

MIMO communication system.  

 

 

 
 

Fig. 13. BER vs. SINR for LOS propagation mode 

 

 
Fig. 14. BER vs. SINR for NLOS propagation mode 

 

5- Conclusions and Future Works 

The present work was designed to provide high data rate 

for VLC by exploiting the benefits of using multiple 

sources at emitter and multiple detectors at receiver. 

The most obvious finding to emerge from this study is that 

the power is distributed uniformly for entire room using 

array of  ×   MIMO as compared to SISO systems due to 

compact the multipath effect and reduces interference of 

unwanted signals reflected from walls and ceil.  

The proposed system is designed practically using 

inexpensive electronic circuits for both emitter and 

destination.  

In general, therefore, it seems that increasing the number 

of LEDs as well as PDs for the VLC systems may improve 

the power distribution and leading to increase the data rate. 

The question raised by this study is how the BER can be 

improved with increasing the number of LEDs and PDs? 

The study should be repeated using suitable error 

correction codes such as LDPC code and LT code. 
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Abstract  
Various studies have shown that markets are not separated and that fluctuations in different markets affect each other. 

Therefore, awareness of connectedness is needed for investors and policymakers for making appropriate decisions. The aim 

of this paper is to measure the dynamics connectedness of selected stock markets in the Middle East, oil markets, gold, the 

dollar index, and euro-dollar and pound-dollar exchange rates during the period February 2007 to August 2019 in networks 

with different weekly horizons. In this paper, we intend to evaluate the pairwise impact of crude oil and the Middle East 

stock markets, in particular on the Tehran Stock Exchange, and to analyze this variance using different time horizons. The 

results show that in all time horizons the variance of forecast error in most markets is due to the shocks themselves. The 

Saudi Arabian Stock Exchange has the most impact on other Middle Eastern stocks. The dynamics connectedness of the oil 

markets is remarkable, however, as the time horizon increases, dynamic connectedness between the two markets decreases 

and they are mostly affected by other markets, especially the Middle East stock exchanges except for Iran. Moreover, Iran 

stock market is an isolated market. About the gold market, there is a significant connectedness with the pound-dollar 

exchange rate and gold market; however, the dynamics connectedness of this market with other markets are not significant. 

Therefore, this market and Iran stock exchange can be used as a tool to hedge risk for investors. 

 

Keywords: Oil Markets; System Design; Volatility; Variance Decomposition Approach; Dynamics Connectedness; Network. 
 

1- Introduction 

The expansion of globalization has made the financial markets 

of different countries more influential than ever before. 

However, the increasing dynamics connectedness between its 

financial markets can be seen as a vulnerable factor in hitting 

any one market because volatility in one market can spread to 

other financial markets as well. For example, the 2008 

financial crisis that began in the US mortgage market spread to 

most of the world's financial markets, causing a deep recession 

in many countries. Many studies have cited oil price 

fluctuations as the external factor causing shocks in the 

economies of countries, including Hamilton [1], Kilian [2], 

and Bagheri and Ebrahimi [3]. Oil price shocks affect 

macroeconomic variables such as stock market, inflation, 

growth rate, business cycle and dollar equity. These shocks 

can have a significant impact on many macroeconomic 

variables such as stock market, inflation, growth rate and 

business cycle. Given the significant fluctuations in oil prices 

in recent years and the important role oil plays in the 

economies of many countries, many researchers and policy 

makers are looking for evidence that these fluctuations are 

affecting other financial markets. Since Iran is one of the 

greatest oil exporters, it is important to measure the dynamics 

connectedness of the oil market and the Iranian stock market. 

In addition, many investors tend to trade in markets having 

less spillover risks of other markets. The purpose of this article 

is to investigate that how do markets connected to each other 

in different time horizons? Also this study aimed to present 

networks in different time horizons to investigate the dynamic 

connectedness of oil, gold, foreign exchange and stock 

markets using the variance decomposition method introduced 

by Diebold & Yilmaz [4] in 2014. The present study is 

composed in 5 sections. After the introduction in the first 
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section, we present the background of the research. Then, in 

the third part, research methodology for measuring the 

relationships between markets is explained. Section 4 shows 

the results of applying the research methodology and section 5 

provides the conclusions. 

2- Review of The Literature 

Many researchers have focused on various models in 

order to investigate the connectedness of markets and 

companies [5,6,7]. In 2014, Diebold and Yilmaz presented a 

structure that was based on the analysis of variance of an 

autoregressive model to accurately measure the dynamics of 

connectedness among the 13 insurance companies listed on 

the US Stock Exchange. Then, using this approach in order to 

present a network based on graphs that show the 

connectedness of different companies. Jahangiri and Hekmati 

[8] utilize the variance decomposition and markov switching 

regime models during April 2002 to September 2014 to 

examine the dynamics connectedness between Tehran Stock 

Exchange, currencies, oil markets, gold, US stock market and 

the European stock markets. The gold and oil markets act as 

intermediary markets for transmitting shocks between the 

world's major stock markets and asset markets in Iran 

respectively. Meghyereh et al. [9] using implied volatility 

indices and variance decomposition approach, examined the 

dynamics of connectedness of oil to US securities, euro- 

dollar exchange rates, precious metals including gold and 

agricultural commodities. The results showed that there was a 

significant risk of transmits from oil to stocks and precious 

metals, but there was a little risk of transmitting to agricultural 

commodities. The pairwise connectedness of stock was 24.4 

percent, while that for wheat, corn and soybeans were 1.6, 1.0 

and 2.0 percent. Moreover, the spillover risks from all these 

markets to oil was low. Mamipour and Feli [10] examine the 

spillover effects of oil price fluctuations on the returns of 

selected industries on the Tehran Stock Exchange by using 

the variance decomposition approach during November 2008 

to April 2016. Also, the oil spillover effects of periods of high 

and low volatility on the stock market were analyzed by using 

the Markov Switching Model. The results show that the 

effects of volatility spillover from the oil market to the stock 

market in the low volatility regime were lower in most 

industries than the high volatility regime, and spillover 

fluctuations in the high volatility regime occurred more 

widely. Singh et al. [11], using the variance decomposition 

model, examined the dynamic linkage and the path between 

the dimensions of a given crude oil disorder and the exchange 

rate of the 9 major currency pairs for a sample period from 

May 2007 to December 2016. They found that the crude oil 

market had a significant impact on the currency market. In 

addition, the bilateral currency pair dynamics between the 

pair indicated that the euro-dollar was more sensitive to oil 

price fluctuations than any other major currency pair and was 

a major currency that transmits specific shocks to other 

currencies. Husain et al. [12] analyzed the dynamics 

connectedness of crude oil prices, stock indices, and metal 

prices for the US economy from 1990 to 2017 using the 

Diebold & Yilmaz model. Research has shown that 

palladium, gold, platinum and silver transmitter of the shocks 

while crude oil, titanium and steel are receiver of the shocks. 

Alyahyaee et al. [13] analyzed spillover risks between 

commodity futures (energy and precious metals) and GCC 

stock markets. By using dynamic correlation models and 

variance decomposition models, they found significant 

spillover risks between GCC commodities and stock markets, 

especially during the global financial crisis. Precious metals 

(excluding silver) and WTI are net risk transmitters to GCC 

markets. Moreover, portfolio management analysis shows 

that a combination of GCC commodities and stocks 

provides diversification opportunities for different periods 

of crisis. Fasanya& Akinbowale [14] investigated the 

dynamics of volatility connectedness between the crude oil 

market and agricultural commodities in Nigeria using the 

variance decomposition approach over the period 1997 to 

2017. The researchers showed that there were reciprocal 

relationships between these markets. 

Yoon et al. [15] also used the variance decomposition 

approach to measure the dynamics connectedness of various 

markets such as crude oil, stocks, gold, currencies and bonds 

from December 1999 to June 2016. The results showed that 

the dynamics of the connectedness of markets reached their 

highest level in the financial crisis of 2008. Furthermore, 

gold can be chosen as a viable option for hedging investment 

portfolio risk due to poor connectedness with other markets. 

Finally, they showed that the US stock market is the most 

important transmitter of shocks to other markets. 

3- Methodology 

In this study, we measure the dynamics of volatility 

connectedness between Iran, Saudi Arabia, Turkey, United 

Arab Emirates stock markets, crude oil, foreign exchanges 

and gold market simultaneously across different time 

horizons. Networks are offered According to the 

connectedness, and time horizons.  

In order to obtain the weekly volatility of markets, the 

proposed model of Parkinson [16] is used. Therefore, in 

general, the variables under consideration are calculated as 

Equation (1), where 𝑝𝑖𝑡
𝑚𝑎𝑥 is the highest weekly price and 

𝑝𝑖𝑡
𝑚𝑖𝑛 the lowest weekly price. 

 

𝜎𝑖𝑡
2 = 0.361[ln⁡(𝑝𝑖𝑡

𝑚𝑎𝑥 ) − ln⁡(𝑝𝑖𝑡
𝑚𝑖𝑛 )]2     (1) 

3-1- Variance Decomposition Approach 

In 2014, Diebold & Yilmaz introduced the variance 

decomposition approach with the aim of providing a sized-

based network of dynamics connectedness among markets. 
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They used the “generalized identification” framework of 

Koop, Pesaran, and Potter [17] and Pesaran and Shin [18], 

which produces variance decompositions invariant to 

ordering. To introduce this approach, we first considered 

an N variable vector that is modeled as a p-order vector 

regression system: 
 

 𝑦𝑡 =   𝑦𝑡−1 + 𝜀𝑡𝑖
𝑃
𝑖=1         𝜀𝑡~𝑖. 𝑖. 𝑑(0,  )       (2) 

 

Here, i is the N N coefficients matrix, t  is the 

vector of disturbed components with uniform and 

independent distribution and  is the variance-

covariance matrix. 

Equation 3 shows the moving average representation of 

the p-order vector of the above auto-regressive system: 
 

yt  =  Θiεt
∞
i=1       (3) 

 

i represents the moving average coefficient of 

N N identity matrix. 

This approach is based on the H-step-ahead forecast-error 

variance decomposition for each N variable contained in 

the N variable VAR. In this approach, it is possible to 

investigate part of the variance of forecast error variable i 

which can be attributed to the shocks caused by variable j 

and compute the total dynamics connectedness index by 

summing these effects. 
 

𝑑𝑖𝑗
𝑔  𝐻 =

𝜎𝑗𝑗
−1  (𝑒′  𝑒𝑗ℎ )2𝐻−1

ℎ=0

 (𝑒′   𝑒𝑖
′
ℎℎ )𝐻−1

ℎ=0

                                       (4) 
 

In the above equation, Σ is the variance matrix of the 

vector of errors, jj denotes  the standard deviation of the 

error term in the jth Equation. 𝑒𝑖  is an N × 1 vector with 1 

on the ith element. 

In the generalized variance decomposition framework, the 

shocks entered into each variable are not orthogonal 

necessarily so the sum of each line of variance 

decomposition matrix will not equal one (i.e

1

( ) 1
N

g

ij

j

d H


 ) 

Therefore, to use the information contained in the variance 

decomposition matrix to calculate the dynamics 

connectedness index, each component of this matrix can 

be normalized by dividing it by the sum of rows such that: 

(5) 
=

𝑑𝑖𝑗
𝑔  𝐻 

 𝑑𝑖𝑗
𝑔  𝐻 𝑁

𝑗 =1

  ;       𝑑 𝑖𝑗
𝑔  𝐻 

𝑁

𝑗 =1

= 1    ;       𝑑 𝑖𝑗
𝑔  𝐻 = 𝑁

𝑁

𝑖 ,𝑗 =1

     

Now 𝑑 𝑖𝑗
𝑔  𝐻 provides a measure of pairwise directional 

connectedness from j to i at horizon H. As a matter of 

notation, we change 𝑑 𝑖𝑗
𝑔  𝐻  to Ci←j (H), which represents 

the transmission „To‟ i from j. 

Using the normalized components of the variance 

decomposition matrix, we can calculate the total dynamics 

connectedness index (C). This index calculates the 

reciprocal spillovers by measuring the spillover of the 

shocks entered by all N variables into the total variance of 

forecast error. The total dynamics connectedness index 

will be as follows: 
 

𝐶𝑖𝑗
𝑔 𝐻 =

 𝑑 𝑖𝑗
𝑔
 𝐻 𝑁

𝑖 ,𝑗=1

𝑖≠𝑗

 𝑑 
𝑖𝑗
𝑔
 𝐻 𝑁

𝑖 ,𝑗=1

× 100   (6) 

 

=

 d ij
g  H N

i,j=1
i≠j

N
× 100                 

 

In dynamics connectedness analysis, it would be appropriate 

to examine the direct effects of (or towards) a particular 

market. Utilizing the generalized variance decomposition 

framework allows to measure the directional dynamics 

connectedness (DC) indices of the spillover effects received 

in market i from all other j markets: 
 

𝐷𝑆𝑖→𝑗
𝑔  𝐻 =

 𝑑 𝑖𝑗
𝑔
 𝐻 𝑁

𝑖=1
𝑖≠𝑗

𝑁
× 100               (7)  

 

An appropriate index that measures the effects of spillover 

transmitted from market i to all other markets is defined as 

follows: 
 

𝐷𝑆𝑖→𝑗
𝑔  𝐻 =

 𝑑 𝑖𝑗
𝑔
 𝐻 𝑁

𝑖=1
𝑖≠𝑗

𝑁
× 100                                             (8) 

 

Using the preceding two equations, we can directly 

calculate the net NC (Net connectedness) index for market i: 
 

𝑁𝐶𝑖
𝑔 𝐻 = 𝐷𝑆𝑖→𝑗

𝑔  𝐻 − 𝐷𝑆𝑖←𝑗
𝑔  𝐻     (9) 

 

In order to determine whether or not one market is generally 

more influential than the other markets, we need to obtain 

the net dynamics connectedness index obtained by equation 

9. Positive values of net dynamics connectedness index 

indicate that spillover effects from i market to other markets 

and thus have a greater impact on other markets, while 

negative values indicate that market i receives spillover 

effects and is more affected by fluctuations in other markets. 

The results are prepared as a dynamics connectedness table. 

This table contains N to N components, each of which is a 

𝑑𝑖𝑗  variance decomposition.  

Diebold & Yilmaz described this table as a network 

adjacency matrix. The adjacency matrix represents the 

edges between graph nodes. In other words, the adjacency 

matrix indicates whether the pairs are adjacent to each 

other. In addition, in this table from and to are parallel to 

in-degree and out-degree and total connectedness is mean 

degree. However, the network is complicated for some 

reason than the classical network definition. First, the 

connections are balanced and directional. In addition, 

these weights can change over time. 
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4- Results and Discussion 

4-1- Data and Summary Statistics 

In this research we use weekly data of different markets 

and generally data was divided into four general sections as 

follows: 

A) Oil markets, including the two top global markets of 

West Texas Intermediate and Brent. 

B) Tehran Stock Exchange Index, Top 100 Istanbul Stock 

Exchange Companies index, Saudi Stock Exchange Index 

(Tadawal) and General ADX Index of Abu Dhabi UAE. 

C) Currency markets including Euro/ Dollar, Pound / 

Dollar and Dollar index. 

D) Gold market. 

This study attempts to analyze the dynamics 

connectedness of different markets during the period 

February 2007 to August 2019 in the framework of a 

generalized vector auto regression model and variance 

decomposition method. Information from this study was 

collected from databases including Tehran Stock 

Exchange, Thomson Reuters and Stooq. The descriptive 

statistics of the volatility series from February 2007 to 

August 2019 are shown in Table 1. The reason for 

choosing this time period is to cover the global financial 

crisis of 2008, the European financial crisis of 2012 and 

the sharp fluctuations of oil prices during 2012-2016. 

Time series are one of the most important statistical data 

used in empirical analysis. The first step in estimating time 

series is to check the stationary of the variables. On the 

other hand, if the time series variables are not stationary, a 

problem called spurious regression may occur. Given the 

Dickey-Fuller test at the 1% level, all variables rejected 

the null hypothesis that unit root exists, so all variables are 

stationary at this level.  

According to the Jarque-Bera test, the normality of 

distribution of all variables is rejected at the 1% level. 

Figure (1) shows the trend of series during the study period. 

The amount of skewness in each time series indicates the 

tail is on the right. Given the degree of Kurtosis in each time 

series, they can be assumed to be fat tail. 

 

 

 
Fig 1. Trend various markets during the period of February 2007 through August 2019 

 

 



 

Journal of Information Systems and Telecommunication, Vol. 8, No. 3, July-September 2020 
 

 

 

153 

Table 1. Statistical Characteristics of Variable 

 
 

4-2- Estimating Dynamics Connectedness 

In this section, we designed a system to measure the 

dynamics connectedness index and calculate it using the 

method proposed by Diebold and Yilmaz in three different 

time horizons. We consider the dynamics connectedness of 

different markets in the time horizons of 1 week, 10 weeks 

and 100 weeks is presented in Tables (2), (3) and (4) to 

consider short-term, medium -term and long-term 

respectively. In the dynamics connectedness table, which is 

the adjacency matrix of networks, In fact the (i,j)th element of 

each table shows the estimated contribution to the forecast-

error variance of variable i coming from innovations to 

market j. The diagonal elements (i = j) are the own variance. 

Each row corresponds to a market representing variance of 

the forecast error of the market itself and other resulting 

from this market and other market shocks. Each column 

also represents the market share in the variance of the 

forecast error of other markets. 

Considering Table (2), we find that in the 1-week time 

horizon, most of the variance of forecast error is due to the 

shocks that arise from themselves. The Tehran Stock 

Exchange has the highest rate with 98.52 and the lowest rate 

belongs to the pound/dollar equaling 46.67%. The Tehran 

Stock Exchange has little relation to other markets. However, 

other securities markets in the Middle East have more 

dynamics connectedness with other financial markets of the 

world, and there is also a significant relationship between 

Tadawal and EDX General in the 1-week time horizon. 

With regards to oil markets, there is a significant 

relationship between the West Texas Intermediate market 

and the Brent market. Among the security markets, the 

Tadawal and ADX General had the most dynamics 

connectedness in the short term with the oil markets. The 

West Texas Intermediate dynamics connectedness Index 

and the euro/ dollar showed a significant contribution 

compared to other markets. With regards to the currencies 

and the dollar index, it is apparent that all of these markets 

have strong dynamics connectedness to each other. 

However, the dynamics connectedness of euro-dollar and 

the dollar index is more impressive. There is a significant 

relationship between the gold market and the pound-dollar, 

however, the dynamics connectedness of gold market with 

other markets was insignificant in the short-term time 

horizon. Overall, in terms of net dynamics connectedness, 

the euro-dollar is the most shock transmitter and the 

pound-dollar receives the most shock from other markets.  

Figure (2) shows the short-term dynamics connectedness 

of different markets across the network. 

Considering Table (3), we examined the dynamics 

connectedness of markets in the 10-week time horizon. 

Similar to 1-week, the variance of forecast error of most 

markets arise from the shocks themselves. However, this 

number was lower than the short-term time horizon. 

Tehran Stock Exchange had the highest with 95.29% and 

West Texas Intermediate had the lowest with 29.5%. An 

examination of the oil market shows that both markets 

studied in the 10-week time horizon were the biggest 

recipients of shocks compared to other markets. The 

strong dynamics connectedness is observed between the 

West Texas Intermediate and Brent oil markets. 

However, the Tadawal and ADX General also have significant 

impacts on the oil markets, which is greater than the short-term 

time horizon. Tehran Stock Exchange has no significant 

relationship with other financial markets like 1-week time 

horizon. However, among the financial markets, it is more 

influenced by Istanbul Stock Exchange and the dollar index. By 

examining other stock markets in the Middle East, it is visible 

that there are significant dynamics connectedness between these 

markets, and the Tadawal and ADX General transmit the most 

shock to other markets and have the most impact. Moreover, 

compared to the 1-week time horizon, dynamics connectedness 

among markets have increased. Similar to the short-term time 

horizon, the dynamics connectedness between the euro-dollar 

and the dollar index as well as the pound-dollar and gold are 

remarkable with the difference of a slight decrease over the 1-

week time horizon. Figure 3 shows a full view of the dynamics 

connectedness between these markets. 

In terms of the long-term relationships of markets, we find 

that although most of the variance of forecast error is due to 

the shocks of those markets, this number declines compared 

to other time horizons. So we can conclude that in the long 

run, the time horizon of market shocks has a greater impact 

on other markets. By examining the oil markets, the impact of 
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these markets on the stock markets has increased significantly 

in the long term. The Saudi and UAE stock markets have 

significant long-term effects on oil markets. However, the 

share of the Tehran Stock Exchange market is negligible 

again. Overall, the Tehran Stock Exchange is a market with 

little dynamics connectedness with other global markets, 

however, with the Istanbul Stock Exchange, the Dollar Index 

and the euro-dollar have the most long-term relationships 

with this market. The dynamics connectedness of other stock 

markets in the Middle East has increased and, similar to other 

time horizons, Tadawal and ADX General have more 

dynamic connectedness than other stock markets. Gold's 

connectedness with the stock markets has not changed much. 

However, the market's relationship with the pound-dollar 

remains significant. Considering currencies, euro-dollar is 

more influential in these markets and there are significant 

dynamics connectedness in the 100-week time horizon 

between the two indices and the euro-dollar. A net dynamics 

connectedness also shows the that in the long-term oil 

markets are affected by stock markets. The total dynamics 

connectedness of these markets also increase with the 

expansion of time horizon and they are 40.09%, 54.61% and 

58.31%, respectively. Figure 4 shows the dynamic 

connectedness of all markets in the 100-week time horizon. 
 

Table 1. Dynamics volatility connectedness of different markets in 1 week time horizon 

Table 2. Dynamics volatility connectedness of different markets in 10 weeks time horizon  

Table 3. Dynamics volatility connectedness of different markets over 100 weeks time horizon 

 
TEPIX WTI BRENT EUR.USD GBP.USD GOLD 

Dollar 

Index 

ADX 

General 
BIST100 Tadawul From 

TEPIX 98.59 0.02 0 0.58 0.1 0.03 0.27 0.07 0.27 0.07 0.14 

WTI 0.04 59.2 21.68 7.32 0.82 0.46 2.87 2.1 1.65 3.87 4.08 

BRENT 0.08 22.91 59.46 2.39 0.56 0.1 2.47 3.91 1.58 6.53 4.05 

EUR.USD 0.01 5.74 1.72 49.61 4.9 1.8 34.79 0.13 1.08 0.22 5.04 

GBP.USD 0.02 0.49 0.65 4.46 46.67 40.82 5.22 0.25 0.78 0.64 5.33 

GOLD 0.01 0.17 0.13 1.75 44.7 50.79 1.73 0.11 0.06 0.56 4.92 

Dollar Index 0.02 2.07 2.45 35.97 5.68 1.75 49.32 0.1 1.94 0.71 5.07 

ADX General 0.11 3.1 3.79 3.93 0.16 0.02 3.13 57.71 4.13 23.92 4.23 

BIST100 0.25 1.24 2.32 1.9 1 0.03 2.92 7.88 72.8 9.65 2.72 

Tadawul 0.08 3.02 6.01 2.34 0.19 0.06 3.71 21.99 7.72 54.89 4.51 

TO 0.06 3.88 3.88 6.06 4.51 4.51 5.71 3.65 1.92 4.62 40.09 

NET -0.08 -0.2 -0.17 1.02 -0.82 -0.41 0.64 -0.58 -0.8 0.11  

 
TEPIX WTI BRENT EUR.USD GBP.USD GOLD 

Dollar 

Index 

ADX 

General 
BIST100 Tadawul FROM 

TEPIX 95.29 0.27 0.18 0.9 0.19 0.08 0.76 0.14 1.76 0.44 0.47 

WTI 0.14 29.5 17.93 5.9 4.05 2.73 3.72 15.33 5.95 14.76 7.05 

BRENT 0.3 16.77 35.11 4.91 1.9 0.96 5.87 12.28 3.73 18.18 6.49 

EUR.USD 0.24 5.13 3.64 33.91 5.1 2.25 25.63 9.51 5.44 9.14 6.61 

GBP.USD 0.24 3.47 2.28 5.52 32.72 27.85 6.27 8.6 4.24 8.82 6.73 

GOLD 0.15 0.76 0.75 2.49 38.89 43.88 2.72 4.37 1.38 4.61 5.61 

Dollar Index 0.4 3.57 2.97 28.51 4.39 1.62 38.11 5.56 7.37 7.51 6.19 

ADX General 0.37 5.37 4.34 4.67 1.96 1.45 4.51 44.41 10.32 22.59 5.56 

BIST100 0.24 2.93 3.26 3.95 2.82 2.07 5.46 11.78 52.22 15.28 4.78 

Tadawul 0.26 5.76 5.72 3.48 0.52 0.36 4.47 20.57 10.14 48.71 5.13 

TO 0.23 4.4 4.11 6.03 5.98 3.94 5.94 8.81 5.03 10.13 54.61 

NET -0.24 -2.65 -2.38 -0.58 -0.75 -1.67 -0.25 3.25 0.25 5  

 
TEPIX WTI BRENT EUR.USD GBP.USD GOLD 

Dollar 

Index 

ADX 

General 
BIST100 Tadawul FROM 

TEPIX 93.16 0.45 0.24 1.38 0.33 0.17 1.24 0.29 1.88 0.86 0.68 

WTI 0.37 20.01 12.7 6.66 3.13 1.86 6.86 16.32 11.68 20.41 8 

BRENT 0.51 14.02 26.04 4.99 1.54 0.78 6.56 14.48 8.92 22.16 7.4 

EUR.USD 0.74 5.74 3.72 30.71 4.18 1.86 24.61 9.27 8.44 10.74 6.93 

GBP.USD 0.36 3.94 2.84 6.03 28.73 24.29 6.96 9.7 6.24 10.91 7.13 

GOLD 0.19 0.86 0.91 2.61 38.12 42.97 2.88 4.71 1.77 4.99 5.7 

Dollar Index 0.92 4.39 3.24 26.61 3.69 1.42 34.6 6.2 9.48 9.46 6.54 

ADX General 0.52 5.38 4.31 4.83 1.99 1.49 4.83 42.02 11.72 22.9 5.8 

BIST100 0.35 2.96 3.2 4.22 2.84 2.14 5.79 11.72 51.59 15.18 4.84 

Tadawul 0.48 5.7 5.53 3.99 0.56 0.42 5.08 20.14 11.01 47.09 5.29 

TO 0.44 4.35 3.67 6.13 5.64 3.44 6.48 9.28 7.11 11.76 58.31 

NET -0.24 -3.65 -3.73 -0.8 -1.49 -2.26 -0.06 3.48 2.27 6.47  
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Fig 2. Dynamics volatility connectedness of different markets in  

1-week time horizon  

 

Fig 3. Dynamics volatility connectedness of different markets in time  
10-week time horizon 

 

Fig 4. Dynamics volatility connectedness of different markets over a  
100- week time horizon 

 

5- Summary and Conclusion 

In this study, we provide a system to measure the 

dynamics connectedness of different global markets from 

February 2007 to August 2019 in three time horizons of 1 

week, 10 weeks and 100 weeks. The results show that 

most of the variance of forecast error is due to the shocks 

of those markets themselves, and as the time horizon 

increases, dynamics connectedness between markets 

increases. The Tehran Stock Exchange has insignificant 

dynamics connectedness with other financial markets, 

while, the dynamics connectedness of other Middle East 

markets is significant. Since the Tehran Stock Exchange 

and the Gold Market did not have significant relationships 

with other global markets, they can be used as suitable 

investment choices for portfolio managers to hedge their 

risks. In the long-term time horizon, oil markets mostly 

receive and the stock markets transmit the most shocks. In 

the long-term time horizon, shocks from each market have 

a greater impact on other markets. Due to the significant 

volatility connectedness in the markets, especially between 

the Saudi and UAE stock exchanges and the oil markets, it 

is suggested that investors consider this phenomenon when 

investing. In addition, considering the impact and the 

volatility connectedness of some markets and the Tehran 

Stock Exchange, especially in the long run, the  Securities 

and exchange organization, should carefully monitor the 

fluctuations of these markets to make decisions effectively 

preventing potential shocks. 

Future research proposes a better analysis of the dynamics 

connectedness of markets, given the greater number of 

stock markets around the world and the use of the LASSO 

(least absolute shrinkage and selection operator) model to 

more accurately estimate vector auto regression (VAR). 
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Abstract  
Blockchain can reduce bureaucracy and increase the efficiency and performance of administrative processes through a 

platform possessing features and attributes such as storing and exchanging electronic messages in a decentralized 

environment and executing high level of security transactions and transparency, if used in government public service 

delivery. Many scholars believe that this distributed technology can bring new utilizations to a variety of industries and 

fields, including finance and banking, economics, supply chain, and authentication and increase economic productivity and 

efficiency dramatically by transforming many industries in the context of today's economy. The present study, presents the 

characteristics of the localized blockchain and e-currency conceptual model for the evolution of e-government services. It 

also examines the impact of the blockchain and e-currency model on the economy and electronic financial transactions as a 

viable, practical and constructive solution (rather than blocking and filtering of e-currency and blockchain). Ultimately 

designing a localized block chain and e-currency model, has played an effective role in exploit its high potential to speed up 

the administrative processes and reduce costs related to electronic transactions and payments in e-government and increase 

e-government revenues and ultimately it can speed up the customer service delivery and increase their satisfaction with the 

government. 

 

Keywords: Blockchain; E-Currency; E-Government; Distributed Ledger Technology; Artificial Intelligence. 
 

1- Introduction 

Today, society and the global economy are governed by 

the trust we have on intermediaries such as banks, 

governments, and big Internet companies like Google and 

Facebook. Some of the largest corporations and the 

greatest wealth come from becoming an intermediary in 

the business world. Intermediaries accomplish a 

transaction and take their share. Such intermediaries do a 

great job but have their own limitations: "they are costly 

and slow down everything. Anything that becomes central 

is vulnerable." But above all, they "make a 

disproportionate profit" of what they have provided. 

Simply put: for the little value they add, they make a lot of 

money. Their best product is trust, and that trust is built on 

the notion of their perpetual existence [1]. 

Decentralized systems face major problems, including 

scalability and issues related to privacy and multi-identity. 

So, experts are trying to design decentralized protocols 

that are attack resistance in addition to being scalable and 

optimized. Analyzing such protocols requires extensive 

knowledge in areas such as distributed systems, 

cryptography, game theory, and concepts of information 

theory. Blockchain technology basically could be regarded 

as a public ledger and all of committed transactions or 

digital events are stored in a list of blocks. This chain 

grows as new blocks are appended to it continuously. 

Asymmetric cryptography and distributed consensus 

algorithms have been implemented for user security and 

ledger consistency. The blockchain technology generally 

has key characteristics of decentralization, persistency, 

anonymity and auditability. With these traits, blockchain 

can greatly save the cost and improve the efficiency [2], [3] 

and facilitate the move to a more equitable and flat society. 

Today, more than 100 blockchain projects created to 

transform government systems are being conducted in 

more than 30 countries. What leads countries rapidly 

initiate blockchain projects? It is because blockchain is a 

technology directly related to social organization; unlike 

other technologies, a consensus mechanism form the core 
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of blockchain. Traditionally, consensus is not the domain 

of machines but rather humankind. However, blockchain 

operates through a consensus algorithm with human 

intervention; once that consensus is made, it cannot be 

modified or forged [4]. 

There are two different perspectives for governments in 

relation to the rise of blockchain architectures and 

applications. On the one hand the perspective of 

governance by blockchain, in which public organizations 

adopt blockchain technology for their own processes, like 

service provisioning, and in which blockchain technology 

is used to govern transactions. The other perspective is 

termed governance of blockchain, or blockchain 

Governance, which determines how blockchain should 

look like, how to adapt to changes and should ensure that 

public values and societal needs are fulfilled. Both require 

in-depth knowledge of the blockchain technology and the 

situation at hand [5]. 

In traditional e-government model Just as a common 

transaction, for example, need to experience more 

government audit and the corresponding archive, 

subsequent department needs through internal data query 

platform of leading department database data, and 

combining with affairs to deal with the data submitted to 

the department, offer certain audit opinion. Although the 

whole process has realized information, the system has the 

shortcomings like long business time between departments, 

low efficiency, lack of multiple levels of permissions on 

the laws and regulations, among database data redundancy 

is serious, the lack of unified update management, failure 

to ensure data security and high cost. But the e-

government system based on blockchain government affair 

has the advantages like high efficiency, build a multi-level 

laws and regulations of the authority, unified database and 

data security guaranteed. The application of blockchain 

technology to e-government also can reconfigure public 

resources, improve government efficiency, save cost, 

improve the basic income of people, and promote the 

construction of harmonious social relations [6]. 

With the increasing number of e-users in Iran and the 

increasing use of e-government services throughout the 

country, banking networks traffic as well as e-service 

centers are gradually increasing due to the use of 

traditional protocols and methods for money transfer and 

service provision. The use of blockchain and e-currency 

services can play a very effective role in accelerating and 

reducing the cost of financial transactions and electronic 

payment transfers in e-government, increasing e-

government revenues, reducing banking traffic, and 

speeding up delivery of service to customers. Providing a 

localized blockchain and e-currency model can also ensure 

security of service delivery and greatly prevent subversive 

attacks and theft of customer information and accounts. 

Obviously, to achieve this, the culture of using e-currency 

and e-services must be created and developed for the 

society and people, also trust and necessary substrates 

must be made.  

Finally, the problem statement of this research can be the 

fatigue of decision-makers of E-Currency and E-

Government services due to the combination of different 

methods of reducing e-government relocation expenditure, 

Enhancing the security of e-government services, 

Blockchain capabilities to reduce the breakdown of the 

consensus protocol, increasing e-revenues of the 

government, and the use of e-currency based on consensus 

algorithms; in improving payment of e-government 

services. On the other hand, the need for using an 

intelligent system is in order to increasing confidence and 

reliability in decision making, as well as the need for 

multiple expertise by simultaneously utilizing the expertise 

of different field specialists to solving problems of 

research. 

2- Related Work 

According a study that analyses seven pilot blockchain 

deployments in the public sector in Europe, Significant 

incremental benefits can be realized in some areas through 

the utilization of blockchain technologies for the provision 

of public services. The two main groups of are increased 

security (enhancement of data integrity, immutability and 

data consistency between organizations) and efficiency 

gains (such as reduced processing time and lower costs). 

At this stage of the technology life cycle, the continuation 

of experimentation with different technical designs is vital. 

Prior to the scale-up, technical and governance standards 

need to be developed, in order ensure interoperability of 

different designs and facilitate operative services. 

Incompatibility between blockchain-based solutions and 

existing legal and organizational frameworks is a major 

barrier to unlock the transformative potential of blockchain. 

Hence, the major policy objective should be to increase the 

technological and ecosystem maturity of distributed 

ledgers. Policy actions should aim not only at adaption of 

the technology to existing ecosystems but also at 

transformation of existing processes, organizations and 

structures using the disruptive potential of blockchain [7]. 

There are several working groups and pilot projects (in all 

stages of work ranging from proposed, to under 

development, to deploy) focused on applying blockchain 

within the U.S. government. The most common trends 

evaluated by federal agencies include: financial 

management, procurement, supply chain management, 

smart contracts, government-issued credentials, Federal 

personnel workforce data, Federal assistance programs, 

foreign aid delivery, health records and biometric data. But 

Increase technical understanding of blockchain within 

government by developing familiarity with the 
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decentralized and distributed paradigms of DLT
1

 , 

Develop an internal blockchain subject matter expert 

workforce, Participate in the stewardship of blockchain 

and DLT by entering collaborative relationships with 

institutions like the World Economic Forum’s Center for 

the Fourth Industrial Revolution, Increase government 

awareness of malign crypto-financial activity, Consider 

and study privacy & legality implications especially 

regarding the intentional ―right to be forgotten‖ and 

accidental private key destruction and Amplify knowledge 

of potential blockchain-based national security threats, 

particularly in intelligence, critical infrastructure, and the 

Internet of Things must be considered [8]. 

Blockchain technology as a type of decentralized 

transaction and data management technologies, provide 

trust, obscurity, security and data integrity without having 

to use any third party controlling organization. The 

literature review identify three groups of factors, namely 

institutional (norms and culture, regulations and 

legislations, governance), market (market structure, 

contracts and agreements, business process) and technical 

(information exchange and transactions, distributed ledges, 

shared infrastructure) those are needed for organizational 

adoption of blockchain. Factors presented in this 

framework (institutional factors, market factors and 

technical factors) interact and mutually influence each 

other. The way how different factors will interact with 

each other depends on the context in which blockchain 

will be adopted. Additionally, factors which influence the 

adoption of blockchain technologies depend on its 

intended use [9]. 

2-1- Theoretical Framework and Variables 

Based on the evaluations and critical reviews of the books 

and articles related to the research model, at first, variables, 

indices, and measures are identified. The initial research 

model, the relationship between variables, and localization 

of the blockchain and e-currency model via this 

relationship for e-government payment are following 

specified: 

 

2-1-1- E-government Component [4], [10], [11], [12]: 

2-1-1-1-Reducing e-government relocation expenditure: 

Reducing e-government expenditure on hardware 

Reducing e-government expenditure on software 

Reducing e-government expenditure on human 

resources 

2-1-1-2- Enhancing the security of e-payment services 

of e-government: 

Protecting user information of personal accounts 

Improving the security level of users’ accounts 

                                                           
1
 Distributed Ledger Technology 

Preventing hacking and intrusion into the e-service 

system network of the e-government 

2-1-1-3- Increasing e-revenues of the government: 

Increase of government e-revenues in G2B 

transactions 

Increase of government e-revenues in G2G 

transactions 

Increase of government e-revenues in G2C 

transactions  

2-1-2- E-Currency Application Component [10], [13], 

[3], [14]: 
2-1-2-1- The international value of e-currency: 

International consensus on the value of currency 

The value of currency based on the reduction of 

Internet banking network traffic 

The value of currency based on the type 

2-1-2-2- The volume of e-currency: 

The volume of currency available to individuals 

The volume of currency available to businesses 

The volume of currency available to governments 

2-1-2-3- E-currency rules: 

Managing the implementation of contracts related 

to the selection and qualification of supervisory 

and operating parties 

Developing and communicating the technical 

architecture of e-services through blockchain and 

e-currency 

Management of providing consulting, educational, 

and cultural services to the executives 

 

2-1-3- Blockchain Capabilities Component [4], [3], 

[15], [16]: 

2-1-3-1- Decentralization capability: 

Distributed data logging 

Distributed data storage 

Updating data as distributed  

2-1-3-2- Open-source capability: 

Developing of applications by people 

Evaluating the data publicly 

Transparency of data and applications for people 

2-1-3-3- Anonymity capability: 

Anonymity of data transfer 

Anonymity of transaction 

Increase of trust between nodes  

2-1-3-4- Independence capability: 

Independent data transfer 

Independent data updating 

Protection and immutability of all records forever 

Figure 1 shows the initial model of research and the 

relationship between variables. 

After reviewing the theoretical foundations of the research 

and investigating the literature history of the research, it 

was determined that considering the research gaps in the 

knowledge domains of "reducing e-government relocation 

expenditure, Enhancing the security of e-government 
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services, Blockchain capabilities to reduce the breakdown 

of the consensus protocol, increasing e-revenues of the 

government, and the use of e-currency based on consensus 

algorithms; in improving payment of e-government 

services", as well as the lack of an intelligent system to 

provide guidance to the managers for decision making, the 

research innovations are localizing and realized in solving 

those research gaps.  

 

 

Fig. 1  Initial model of research and the variables. 

2-2- Data Analysis Method  

After reviewing the research background and theoretical 

foundations of the research, it was found that no similar 

research has been carried out to localize the blockchain 

and e-currency model for e-government services based on 

the documentation of e-government services of the country, 

employing a combined methodology of statistical analysis 

and artificial intelligence in MATLAB. 

Figure 2 illustrates the research steps as following. A 

descriptive-modeling and exploratory (qualitative, 

quantitative) type of research was conducted. Due to the 

use of articles and documentation related to the research 

subject from a variety of sources, the method of data 

collection in this research is a "case-study of 

documentation". To evaluate the rules of artificial 

intelligence system based on the artificial neural network 

to localize the model extracted from expert opinions, the 

tools of determining the variables of decision-making 

model and interview have been utilized. 

The study population consisted of professors, specialists, 

and experts working in the Iranian Blockchain Association 

and the Blockchain Laboratory of the Sharif University of 

Technology in Iran or similar positions. The sampling 

method is a combination of two methods of non-

probability purposive sampling (judgmental) and snowball 

sampling. Due to the nature of the sampling method, the 

sample size of the study will be equal to the number of 

available and collaborative experts. 

Consensus algorithms (especially Proof-of-Work (POW) 

and Proof-of-Stake (POS)) are used to present and 

evaluate the localized model. Also, breakdown analysis 

was used to investigate the intrusion and weaknesses of the 

localized model. In addition, to investigate the security of 

the proposed model against hackers and subversive attacks, 

the randomly chosen nodes analysis method in the network 

is used to create blocks by exploiting both Nakamoto and 

voting methods. 

 

Modeling 

Modeling of e-government concepts to identify 

input and output variables and to draw 

relationships between them (with input-output 

approach) 

  

Defining 

Variables 

Defining qualitative variables using linguistic 

constraints and assigning them numbers, smart 

sets, and membership functions (using triangular 

and trapezoidal smart numbers) 

  

Intelligent 

System Design 

Introducing intelligent inference system using 

toolkit of artificial neural networks of MATLAB 

programming environment: this step involves 

extracting expert rules and evaluating them by 

experts and creating an intelligent base of rules 

as well as designing inference engine with 

access to intelligent rules (using toolkit of 

artificial neural networks of MATLAB 

programming environment ) 

  

User Interface 

User interface design, displaying options, and 

the way to use intelligent inference system using 

toolkit of artificial neural network programming 

environment designed in MATLAB 

  

Defuzzification 

Selecting a method for defuzzification to convert 

numbers and smart sets to a definite value to 

check for actual system performance (using 

toolkit of artificial neural network programming 

environment of MATLAB) 

  

Conclusion 

Analysis of intelligent inference system outputs 

for localization analysis of blockchain model and 

e-money for e-government payment using toolkit 

of artificial neural network programming 

environment of MATLAB (with system analysis 

approach) 
 

Fig. 2  Flowchart of research steps 

3- Research Methodology: Intelligent System 

Design Based on Artificial Neural Networks 

The methodology of this article is applied-modeling 

because it aims to accurately describe the concepts and 

rules related to the Blockchain and E-Currency model for 

E-Government services. On the other hand, the 
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A'= {(x,
)(~ x

A


) | x   X} 

relationship between these concepts and rules is assessed 

and evaluated by the experts. Indeed, Statistical Analysis 

is the study of the effect of input variables on the output 

variable at a statistical model. 

The Research technique of this article is Artificial Neural 

Networks in Matlab software. One of the most important 

reasons for using artificial neural networks and fuzzy 

systems in this research is that real world issues typically 

have a complex structure, which implies ambiguity and 

uncertainty in their definition and understanding [17], [18]. 

Ever since it has been able to think, it has always been 

ambiguous in various social, technical and economic 

issues. The human brain defines and evaluates sentences 

by considering various factors based on inferential 

thinking, whose pattern in mathematical language and 

formulas, if not impossible, will be very complicated [17], 

[19]. Linguistics variables are expressed on the basis of 

language (spoken) values that are in the phrase set (words / 

terms), and language expressions are attributes for 

linguistic variables. Here, linguistic variables are said to be 

variables that words, and sentences of human and machine 

languages are acceptable values for them instead of 

numbers. A fuzzy number is a special fuzzy set in which x 

denotes the true values of the member of the set of R and 

its membership function 
)(~ x

A


 as it is Eq. (1) [17], [18]: 

 

 

(1) 

 

In fact, the dividing below describes how the relationship 

between fuzzy logic and the artificial neural network is 

expressed in terms of this view [17], [18], [19]: 

Symmetric Neuro-Fuzzy models: The neural network and 

the fuzzy system work on one single operation, but they do 

not affect each other. None of them are used to determine 

another parameter. Usually, in this model, the neural 

network is used to pre-process the input or output of the 

fuzzy system. 

Artificial Neural Network based Fuzzy Inference Systems: 

Some of these systems are considered as Cooperative 

models. These models are used to expand fuzzy rules. 

Combined Neuro-Fuzzy models: Artificial neural network 

and fuzzy system combine in a coordinated structure. This 

pattern can be considered as a neural network with a fuzzy 

parameter or a distributed learning fuzzy system. ANFIS 

and ANNBFIS are examples of this model. 

Finally, the five steps of designing an intelligent system 

based on artificial neural networks to localize the 

blockchain and e-currency model for payment of e-

government services according to Figure 3 are as follows: 

 

 

 

 

 

 
Fig. 3 Intelligent System Structure Based on artificial neural networks 

 

Step 1: Modeling of the field concepts to identify input 

and output variables and to draw relationships between 

them 

Step 2: Defining qualitative variables, exploiting linguistic 

constraints and assigning them numbers, fuzzy sets, and 

membership functions  

Step 3: Designing an intelligent system based on artificial 

neural networks including the extraction of expert rules, 

their evaluation by experts, the creation of fuzzy rules 

database, and designing inference engine with access to 

fuzzy rules. 

Step 4: Designing user interface, displaying options, and 

using the designed intelligent system 

Step 5: Selecting a method for defuzzification to convert 

fuzzy numbers to a definite value to verify the actual 

performance of the system. 

The sample and population of this research can be divided 

into two general groups: the first group consists of 

University Professors (Academic Experts), the second 

group includes experts working in e-government services 

or similar positions (Industrial Experts). 

4- Results 

After distributing 100 questionnaires, the sample size of 

this study is 96 available and cooperative experts who 

were selected by a combination of two methods: non-

probability purposive (judgmental) sampling and snowball 

sampling. The data related to measure 1 (localization tool 

of blockchain model and e-currency for paying e-

government services) and measure 2 (validation tool of the 

intelligent system) were collected in the fall of 2019. Table 

1 shows the descriptive information of the research 

variables and indicators, based on the number of data and 

mean, and standard deviation, indicating that the data in 

this study are in good condition in terms of symmetry and 

aggregation. The most important criteria for the variables 

are outlined in the table. 
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Table 1: descriptive information of the research variables and indicators 

Variables and Indicators 

Ideal 
Functional 

status 

Data Mean Data Mean 

Reducing e-government 

relocation expenditure (X1) 
96 5.47 92 4.90 

Reducing e-government 

expenditure on human resources 
92 5.65 96 4.21 

Reducing e-government 

expenditure on infrastructure 
96 5.63 96 4.66 

Reducing e-government 

expenditure on media 
96 5.68 92 4.59 

Reducing e-government 

expenditure on hardware 
96 5.80 96 4.76 

Reducing e-government 

expenditure on software 
96 5.91 96 4.25 

Enhancing the security of e-

government services (X2) 
96 5.79 96 5.05 

Preventing hacking and intrusion 

into the e-service system 

network of the e-government 

96 5.51 94 4.61 

Information Security 

Management System 
96 5.67 92 4.79 

Protecting user information of 

personal accounts 
92 5.93 96 4.48 

Improving the security level of 

users’ accounts 
96 5.92 94 4.67 

Encryption of e-payment 

services 
96 5.77 96 4.91 

Blockchain capabilities to reduce 

the breakdown of the consensus 

protocol (X3) 

96 5.73 90 5.31 

Anonymity capability 96 5.91 96 5.01 

Decentralization capability 92 5.95 94 4.76 

Independence capability 96 5.51 92 4.90 

Open-source capability 96 5.62 92 4.52 

Immutability capability 96 5.66 96 4.95 

Increasing e-revenues of the 

government (X4) 
96 5.56 92 4.95 

Increase of government e-

avenues in G2G transactions 
96 5.67 92 4.39 

Increase of government e-

avenues in G2B transactions 
96 5.83 96 4.42 

Increase of government e-

avenues in B2B transactions 
96 5.68 96 4.58 

Increase of government e-

avenues in G2C transactions 
96 5.76 92 4.30 

Variables and Indicators 

Ideal 
Functional 

status 

Data Mean Data Mean 

Increase of government e-

avenues in B2C transactions 
96 5.59 96 4.82 

use of e-currency based on 

consensus algorithms (X5) 
96 5.73 96 4.63 

e-currency rules based on PoW 96 5.52 96 4.76 

Type of e-currency based on PoS 96 5.51 94 4.61 

Liquidity based on PoW 96 5.64 92 4.46 

International Value of e-currency 

Based on PoW 
96 5.91 96 4.76 

Volume of e-currency based on 

PoS 
96 5.91 94 4.88 

 

Following are the five steps of designing and 

implementing of the intelligent system for localizing the 

model: 

Step one: input and output variables are defined. Input 

variables of the intelligent system involve reducing e-

government relocation expenditure (X1), Enhancing the 

security of e-government services (X2), Blockchain 

capabilities to reduce the breakdown of the consensus 

protocol (X3), increasing e-revenues of the government 

(X4), and the use of e-currency based on consensus 

algorithms (X5); the output variable of the intelligent 

system is the status of "improving payment of e-

government services."  

Step two: qualitative variables are defined by linguistic 

constraints and assigning them numbers, fuzzy sets, and 

membership function. Table 2 illustrate the linguistic 

variables, fuzzy values, and membership functions of 

triangular and trapezoidal numbers associated with the 

input and output variables of the intelligent system within 

three- and five-spectra. 

Table 2: linguistic variables associated with the input and output 

variables of the intelligent system 

Membership functions of 

triangular and trapezoidal 

numbers 
Linguistic variables 

(0.3 0.15 0) Low 

(0.7 0.5 0.3) Medium 

(1 0.85 0.7) High 

Training Data (ANFIS) 

0,0,0,0,0,0 

0-0.025,0-0.025,0-0.025,0-0.025,0-0.025,0.05 
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0.025-0.05,0.025-0.05,0.025-0.05,0.025-0.05,0.025-0.05,0.1 

0.05-0.075,0.05-0.075,0.05-0.075,0.05-0.075,0.05-0.075,0.15 

0.075-0.10,0.075-0.10,0.075-0.10,0.075-0.10,0.075-0.10,0.2 

0.10-0.15,0.10-0.15,0.10-0.15,0.10-0.15,0.10-0.15,0.25 

0.15-0.25,0.15-0.25,0.15-0.25,0.15-0.25,0.15-0.25,0.3 

0.25-0.30,0.25-0.30,0.25-0.30,0.25-0.30,0.25-0.30,0.35 

0.30-0.35,0.30-0.35,0.30-0.35,0.30-0.35,0.30-0.35,0.4 

0.35-0.4,0.35-0.4,0.35-0.4,0.35-0.4,0.35-0.4,0.45 

0.40-0.45,0.40-0.45,0.40-0.45,0.40-0.45,0.40-0.45,0.5 

0.45-0.5,0.45-0.5,0.45-0.5,0.45-0.5,0.45-0.5,0.55 

0.50-0.55,0.50-0.55,0.50-0.55,0.50-0.55,0.50-0.55,0.6 

0.55-0.6,0.55-0.6,0.55-0.6,0.55-0.6,0.55-0.6,0.65 

0.60-0.65,0.60-0.65,0.60-0.65,0.60-0.65,0.60-0.65,0.7 

0.65-0.7,0.65-0.7,0.65-0.7,0.65-0.7,0.65-0.7,0.75 

0.70-0.75,0.70-0.75,0.70-0.75,0.70-0.75,0.70-0.75,0.8 

0.75-0.80,0.75-0.80,0.75-0.80,0.75-0.80,0.75-0.80,0.85 

0.8-0.85,0.8-0.85,0.8-0.85,0.8-0.85,0.8-0.85,0.9 

0.85-0.9,0.85-0.9,0.85-0.9,0.85-0.9,0.85-0.9,0.925 

0.90-0.95,0.90-0.95,0.90-0.95,0.90-0.95,0.90-0.95,0.95 

0.95-1,0.95-1,0.95-1,0.95-1,0.95-1,0.975 

1,1,1,1,1,1 

 

Step three: a knowledge base of intelligent system is 

designed, which involves extracting expert rules, 

evaluating them by experts, and creating fuzzy rules 

database. The starting point of building a rule-based 

knowledge base is to obtain a set of rules when a phase of 

expert knowledge or the field of knowledge being 

examined and the subsequent step are a combination of 

these rules into a single system. Finally, the number of 

fuzzy rules of the module "improving the payment of e-

government services in the country" of the intelligent 

system is equal to 243 because of the five main variables, 

each of which has three states. Figure 4 shows how to 

generate fuzzy rules within the knowledge base. 

 

 
Fig. 4  How to generate fuzzy rules inside the knowledge base 

 

Step four: an inference engine of intelligent system is 

designed (Figure 5). In this step, the wtaver method is used 

for defuzzification to convert fuzzy numbers and sets to a 

definite value for actual evaluation of the system 

performance 

 
Fig. 5 System Inference Engine 

 

The mean error of the test data was calculated 0.0085 (less 

than 1%) in the inference engine of the intelligent system 

for "localization of blockchain and e-currency model for 

the payment of e-government services", which shows the 

high accuracy of the calculations of artificial neural 

networks of the research. The defuzzification in the 

intelligent system converts the fuzzy output to a definite 

number. 

Step five: this step explains how to exploit the intelligent 

system and analyze its outputs numerically (accurate) and 

linguistically to analyze the behavior of system's output 

variable. In order to determine the weight of the input 

values of the system, information about the ideal and 

functional weight of each of the main variables of the 

research is presented in Table 3.  

Table 3: Ideal weight and functional weight of main variables 

Variables 

Ideal weight Functional weight 

Weighted 

average 

Fuzzy 

Weight 

Weighted 

average 

Fuzzy 

Weight 

(X1) 5.690 0.813 4.562 0.652 

(X2) 5.765 0.824 4.752 0.679 

(X3) 5.730 0.819 4.903 0.701 

(X4) 5.682 0.812 4.577 0.654 

(X5) 5.703 0.815 4.683 0.669 

 

According to the rules of knowledge base of the main 

module of the intelligent system and based on the 

calculation of the weight of each main variable using the 

expert opinions and also taking advantage of the intelligent 

system based on designed artificial neural networks, it is 
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possible to numerically and more precisely examine the 

status of "improving the payment of e-government 

services in the country" 

The main findings of research based on localized model is 

utilizing intelligent system outputs, the status of 

"improving the payment of e-government services of the 

country" can be analyzed on the basis of variables such as 

"Blockchain capabilities to reduce breakdown of 

consensus protocol (X3)", "Increasing e-revenues of the 

government (X4)", "Enhancing the security of e-

government services (X2)", "Use of e-currency based on 

consensus algorithms (X5)", and "Reducing e-government 

relocation expenditure (X1)" because, as outlined in the E-

Government Foresight Framework, the services should at 

least be provided through only one single port. Or, in the 

most optimistic way, log-in should be via a port, and then 

the user transfer operation should be done. 

In fact, according to the rules of knowledge base of the 

main module of the intelligent system based on the 

calculation of the weight of each main variable using the 

expert opinions and utilizing the intelligent system 

designed in this research, the status of "improving the 

payment of e-government services of the country" can be 

investigated numerically and more precisely: Ideally, if the 

status of "Reducing e-government relocation expenditure 

(X1)" is good, i.e. exactly 0.813, and "Enhancing the 

security of e-government services (X2)" is good, i.e. 

exactly 0.824, and "blockchain capabilities to reduce 

breakdown of consensus protocol (X3)" is good, i.e. 

exactly 0.819, and "Increasing e-revenues of the 

government (X4)" is good, i.e. exactly 0.812, and "Use of 

e-currency based on consensus algorithms (X5)" is good, 

i.e. exactly 0.815, then, "improvement of e-government 

services payment" is excellent (fifth level)", i.e. exactly 

0.952. Considering the membership functions of linguistic 

variables provided by the experts in the previous tables, 

the value of 4.76 within a 5-value spectrum is calculated in 

a defined range for the linguistic variable "excellent", i.e. 

the improvement of the country's e-government payment 

services, with programming code of [0.815; 0.812; 0.819; 

0.824; 0.813] exactly 0.952 (95% objective function 

optimality). On the other hand, in terms of performance 

status, if the status of "Reducing e-government relocation 

expenditure (X1)" is average, i.e. exactly 0.652, and 

"Enhancing the security of e-government services (X2)" is 

average, i.e. exactly 0.679, and "Blockchain capacity to 

reduce breakdown of consensus protocol (X3)" is good, 

i.e. exactly 0.701, and "Increasing e-revenues of the 

government (X4)" is average, i.e. exactly 0.654, and "Use 

of e-currency based on consensus algorithms (X5)" is 

average, i.e. exactly 0.669, then, the status of 

"improvement of e-government services payment" is 

average (third level)", i.e. exactly 0.468. According to the 

membership functions of linguistic variables provided by 

the experts in the previous tables, the value of 2.34 within 

a 5-value spectrum is calculated exactly 0.468 in a defined 

range for the linguistic variable "average", i.e. the status of 

the improvement of the country's e-government payment 

services, with programming code of [0.669; 0.654; 0.701; 

0.679; 0.652].  

After designing, the outputs and responses of the 

intelligent system were compared in a separate 

measurement tool with the opinions of 18 so-called experts, 

the results of which can be seen in Table 4 based on the 

intelligent system rules and the mean of expert responses. 

Since experts' opinions are expressed based on the 

spectrum of five membership functions, to test the 

hypothesis above, we can exploit the discrepancy 

percentage between the outputs of the intelligent system of 

this research and the mean of expert opinions. 

Hence, the final difference between the outputs of the 

intelligent system and the mean of expert opinions was not 

significant and was equal to 0.065. Since there is not a 

sufficient reason to accept the null hypothesis, the opposite 

hypothesis is accepted, i.e. there is no significant 

difference between the mean of expert opinions and the 

outputs of the "intelligent system". 

Table 4: Comparison of "intelligent system" outputs with the mean of 

expert responses 

Intelligent 

system rules 

Intelligent 

system 

outputs 

Mean of expert 

responses 
Difference ratio 

Rule. 3 1 1.22 0.055=0.22/4 

Rule. 45 3 2.72 0.0675=0.28/4 

Rule. 79 3 2.78 0.055=0.22/4 

Rule. 86 2 1.67 0.0825=0.22/4 

Rule. 103 2 1.67 0.0825=0.22/4 

Rule. 140 3 2.78 0.055=0.22/4 

Rule. 157 3 3 0=0/4 

Rule. 219 2 2.94 0.015=0.06/4 

Rule. 224 2 2.39 0.1525=0.61/4 

Rule. 235 2 2.67 0.0825=0.33/4 

Final Difference 0.065 

5- Conclusions 

One of the most important results of the research is that in 

improving the payment of e-government, blockchain 

technology has the ability to facilitate direct interaction 

between government agencies, citizens and economic 

actors, which at the basic level means improving public 

services in registration and information exchange 

processes. 

Finally, utilizing the results of the present study, we may 

contribute to the removal of existing barriers to 

improvement of the payment of e-government services. 
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The following solutions can facilitate the achievement of 

e-government’s goals: 

 Making Citizens' Digital Authentication more secure, 

for Enhancing the security of e-government services. 

 Increasing citizens' ownership and control over 

economic processes, for increasing e-revenues of the 

government. 

 Using smart contracts in process automation or 

registering economic documents in official 

government offices, for reducing e-government 

relocation expenditure. 

 Implementing the Blockchain capabilities to reduce 

the breakdown of the consensus protocol, for the use 

of e-currency based on consensus algorithms. 

 Supporting administrative agency to accelerate the 

electrification of their services. 

 Using the potentials of the private enterprises to 

increase citizens' satisfaction with services. 

 Reducing the duties of the government and 

transferring them to non-state sectors through the 

capabilities of information technology. 

 Accelerate and facilitate the receipt of citizens and 

business’s services from the executive apparatus. 

 Creating a comprehensive and scientific model based 

on local solutions in e-services. 

 Increasing the productivity of government agencies 

and reducing the cost of service exposition. 

 

Also the most important recommendations and suggestions 

for future research can be stated as: 

 Utilization of Data envelopment analysis (DEA) 

Methodology for measuring the efficiency of multiple 

decision-making units (DMUs) in the model. 

 Using System Dynamic Methodology (Vensim) for 

relationship building modeling, 

 Utilization of fuzzy Multiple Criteria Decision 

Making (MCDM) techniques for relationship network 

ranking in the model 

 Employment of Fuzzy Ontology for the 

comprehensive modeling of relationships in the 

model. 
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Abstract  
Iteratively decoding and reconstruction of encoded data has been considered in recent decades. Most of these iterative 

schemes are based on graphical codes. Messages are passed through space graphs to reach a reliable belief of the original 

data. This paper presents a performance analysis of the Low-Density Parity-Check (LDPC) code design method which 

approach the capacity of the Additive White Gaussian Noise (AWGN) model for communication channels. We investigate 

the reliability of the system under Phase Shift Keying (PSK) modulation. We study the effects and advantages of variation 

in the codeword length, the rate of parity-check matrix of the LDPC codes, and the number of iterations in the Sum-Product 

Algorithm (SPA). By employing an LDPC encoder prior to the PSK modulation block and the SPA in the decoding part, 

the Bit Error Rate (BER) performance of the PSK modulation system can improve significantly. The BER performance 

improvement of a point-to-point communication system is measured in different cases. Our analysis is capable for applying 

any other iterative message-passing algorithm. The code design process of the communication systems and parameter 

selection of the encoding and decoding algorithms are accomplished by considering hardware limitations in a 

communication system. Our results help to design and select paramours efficiently. 

 

Keywords: LDPC Codes; BER Performance; SPA; Channel Decoding Algorithm; Rate; Channel Capacity. 

 

1- Introduction 

Berrou et al. introduced Turbo Codes in 1993 and made it 

possible that by utilizing these error correction codes, one 

can approach the Shannon limit of the channel capacity [1-

2]. A few years later in 1996, Mackay and Neal 

rediscovered the Shannon limit performance of the Low-

Density Parity-Check (LDPC) codes [3-5], that were 

introduced by Gallager in 1963 [6]. The LDPC codes 

could compete with the Turbo Codes successfully. 

Nowadays, there is an increasing demand for the reliable 

communication systems, which can handle a large amount 

of data rate with high-speed equipment. It requires cheap, 

fast, and very small size communication and storage 

devices.  

The performance of all communication and storage 

systems has some limitations. One of these limitations is 

the channel capacity concept that has been introduced by 

Claude Shannon in 1948. Channel Capacity is the 

maximum possible value of rate, which can be achieved by 

using a specific communication system with an arbitrary 

small enough BER value. 

Some applicable error correction codes are the Hamming 

codes, the LDPC codes, the Turbo codes, and Polar codes, 

which have been employed in the real world 

communication systems. The LDPC codes are a kind of 

linear block codes that strongly contrasts the channel noise 

effect. The LDPC code is one of the hot research topics in 

the coding and information theory due to its high speed 

encoding and decoding algorithms, it’s capability to 

achieve the channel capacity providing a reliable 

communication for an arbitrary transmission rate. It is a 

progressive coding scheme and is proper in a wide range 

of applications such as signal processing, cryptography, 

compressed sensing, wireless communications, and data 

compression. 

The LDPC codes utilize a parity-check matrix H, in which 

the proportion of ones to zeros is very low; in other words, 

the matrix H is sparse. These codes are classified into the 

regular and the irregular codes. A code is regular if the 

number of ones in each column (say wc) and the number of 

ones in each row (say wr) in the parity-check matrix H are 
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fixed values. Obviously, if a code is not regular, then it is 

irregular code. An LDPC code of length n can be indicated 

with (n,wc ,wr), where wc and wr are generally two vectors, 

respectively showing the degree of the variable nodes and 

the check nodes of H. Thus, each information bit in a 

variable node is involved with wc check bits, and similarly 

each check bit in a check node is involved with wr 

information bits. The decoder in the receiver side employs 

the parity-check matrix H for accomplishing its task. It 

reconstruct the original data with a BER utilizing a 

decoding algorithm.  

In this work, we consider SPA and evaluate its reliability. 

The LDPC codes are very efficient codes in several 

communication scenarios, such as wireless 

communications [7], optical communication systems [8], 

satellite communication systems [9], digital video 

broadcast (DVB) systems [10], and terrestrial multimedia 

broadcasting (TMB) systems [11]. Furthermore, it’s 

applications in high-density data storage systems, such as 

digital electronic memories are now considerable. These 

codes have capacity-approaching performance and can be 

achieved using practical and implementable iterative 

decoding algorithms. The LDPC codes have been adopted 

to use in the next generation of communication systems 

[12-13] such as 5G due to the low BER. As an example, 

BER=10
-13 

is achievable with an acceptable complexity of 

encoding and decoding schemes. 

In this paper, we investigate SPA, which is one of the fast, 

implementable, and simple iterative message-passing 

algorithms that have been utilized for decoding of the 

LDPC codes [14-16].  

Through this paper, we follow three main goals for a 

designed parity-check matrix H. First, we show that by 

increasing the size of parity-check matrix H, the 

performance improves and BER value decreases. Second, 

we illustrate that the BER performance improves by 

increasing the iteration numbers in the SPA. Our third 

finding is that the performance or BER decreases by 

decreasing the rate of parity-check matrix H. For instance, 

for the LDPC code with parity-check matrix H (768, 1024, 

irregular), rate=1/4, and iteration=10 in the SPA, we 

achieve BER10
-9

 for Eb/N0=6dB, while for the LDPC 

code with H (384, 512, irregular), rate=1/4, and 

iteration=10, we achieve BER10
-7

 for Eb/N0=6dB. Hence, 

the advantage of increasing the size of the parity-check 

matrix H is concluded. The effect of parameter variations is 

desirable in this work. 

The rest of this paper is organized as follows: In section II, 

the system model and definitions are proposed. 

Furthermore, the details of the encoding and decoding 

schemes are provided in this section. Simulation results and 

discussions are presented in section III. Finally, section IV 

concludes this paper. 

2- System Model and Definitions 

In this section we present system model and provide some 

fundamental tools for iterative decoding schemes. 

Specifically, we study the SPA because it can be simply 

modified and extended to get other message-passing 

algorithms for other communication system tasks.  

2-1-System model 

The task of a point-to-point communication system is 

conveying information from a source to a destination. In 

Fig. 1, a simplified block diagram a point-to-point 

communication system is depicted. A brief description of 

each block is presented. 

Fig. 1: Block Diagram of Communication System. 

 

In the source encoder, the information symbols of the 
source are mapped to codewords. The main reasons of 
using a source encoder is reduction of redundancy from 
information symbols, which can significantly reduce the 
size of transmitted data. For instance, the Lempel-Ziv 77 
(LZ77), the Lempel-Ziv 78 (LZ78), and the LZ-Storer-
Szymanski (LZSS) are some source encoding algorithms 
based on text compression algorithms. They use a sliding 
window over the sequence of symbols, with two sub-
windows for the source coding [17-19].  

If source information can be completely recovered from 
codewords, this coding is called lossless compression, 
otherwise it is called lossy compression. For the sources 
with unknown distributions, we use universal source 
coding algorithms [20]. Furthermore, multi-terminal source 
coding algorithms can be applied for the case of single 
binary source [21]. 

The second block is a channel encoder. Some intentional 

redundancy is added to the vector of the information 

symbols to increase reliability of the transmission via the 

noisy channel, which causes a rate reduction [22].  

The channel coding methods can be categorized into two 

main classes. First, the linear block codes maps a sequence 

of m information bits into a codeword with n bits (n>m). 

The Hamming codes, LDPC codes, BCH codes, and cyclic 
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codes are some examples of this category. Second, the 

convolutional codes which maps a vector of m information 

bits into a codeword with n bits, depending on the current 

and previous information bits. For instance, the turbo 

codes is in this category. In this work, the LDPC codes 

and the SPA are exploited for the channel encoding and 

the channel decoding, respectively. Finally, the third block 

is modulator, which prepares the encoded data to send via 

communication channel.  

Modulation superimposes data on a carrier signal, which 

its frequency is higher than the bandwidth of the 

information signal [23]. The M-PSK (phase-shift keying), 

the M-FSK (frequency-shift keying), and M-ASK 

(amplitude-shift keying) are fundamental digital 

modulation schemes. In this paper, the BPSK (M=2) is 

exploited for accomplishing the modulation. 

The modulated data is transmitted by noisy channel such 

as a wire, an antenna, an optical fiber, etc. In this paper, 

the channel noise is assumed to be the Adaptive White 

Gaussian Noise (AWGN). Furthermore, an amplification 

of the modulated data is done before transmitting over the 

noisy channel due to channel debilitation and fading 

phenomena. 

In the receiver side, all performed operations at the 

transmitter should be accomplished on the received data 

reversely. Therefore, first, data is being demodulated then 

the demodulated data is being decoded by the SPA to get 

source codewords. Finally, these codewords are being 

decoded to obtain the information source symbols. All of 

the methods and procedures for the encoding in transmitter 

and the decoding in receiver should be the same, and they 

should be done in a reverse order. 

2-2- Graphical Representation of The LDPC Codes 

A bipartite Tanner graph that has been illustrated in Fig .2 

is a graphical representation of the parity-check matrix H, 

made of two types of nodes, the variable nodes (VN) 

denoted by vj and the check nodes (CN) denoted by ci [24]. 

The j-th VN (vj) and i-th CN (ci) in the Tanner graph are 

connected with each other if and only if hi,j=1, in the 

matrix H. The following matrix is a parity-check matrix H 

(5,10,regular). It’s corresponding Tanner graph is shown 

in Fig. 2. 

H=  

 

 
 

1 1 1 1 0 0 0 0 0 0
1 0 0 0 1 1 1 0 0 0
0 1 0 0 1 0 0 1 1 0
0 0 1 0 0 1 0 1 0 1
0 0 0 1 0 0 1 0 1 1 

 
 

 

 

 

Fig. 2: Graphical representation (Tanner graph) of H (5,10, 

regular) with wc=2, wr=4 . 

A loop or cycle is a close path of nodes that crosses over 

the edges of the Tanner graph. The shortest cycle in a 

Tanner graph is called the girth of graph. A cycle of the 

length 6 is illustrated in Fig. 2, by the bold edges. Hence, 

there is no cycle of length 4 in this graph, the length of its 

girth is 6. We investigate the BER performance of LDPC 

codes over AWGN channels from different points of view 

caused by the parameter variation.  

We implement and decode the noisy corrupted codewords 

by utilizing iterative belief propagation decoding 

algorithm based on LDPC codes, which its performance 

strongly depends on the length of girth. As the length of 

girth increases, the computability of decoding algorithm 

increases. Furthermore, the BER performance can be 

improved by removing lower length cycles (i.e., increasing 

the length of girth). In our implementations, the minimum 

length of girth is assumed to be 6. 

2-3- The LDPC Encoding Algorithm 

A sequence of blocks each of them having k information 

bits are encoded by using the generator matrix G, which 

can be derived from the parity-check matrix H in different 

ways. Reader can refer to [25] for further explanation 

about deriving generator matrix G. For the obtained 

generator matrix G, we have GH
T
=0. 

Let consider C is the codeword of length n obtained from 

multiplying the information bit of length k and the 

generator matrix G with the size of k×n. Thus, C forms the 

data that is modulated before transmission. C is a valid 

codeword if and only if CH
T
=0. Therefore, the C is as 

follows, 

 

C1,n = D1,kGk,n ,                                  (1) 

where, 

D= {d1 d2 d3…dk}, 

and 

C= {c1 c2 c3…cn}. 
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Furthermore, k and n are respectively the length of the 

information packet bits and the length of the codeword C. 

Note that, n-k is the length of the redundancy which is 

added to the information bits for providing protection.  

Besides, there is another encoding algorithm using LDPC 

codes which is called syndrome generation method. This 

method has a source coding and compression goal. A 

syndrome generated by using the parity-check matrix of an 

LDPC code is sent to the decoder as a lossless compressed 

data. Thus, for data n-tuple u, we send s=uH
T
 to the 

decoder. 

In this method, the decoder finds an estimation of u based 

on the received syndrome s by utilizing a syndrome 

decoding scheme. An efficient scheme for the syndrome 

decoding is SPA algorithm. In this scheme, in addition to 

the syndrome, a side information is needed. Actually, side 

information is a corrupted version of the original data u 

affected by the channel noise. Here, we briefly describe 

syndrome decoding scheme based on the SPA. 

In this scheme, first the syndrome s is located in the CNs 

and the side information is located in VNs. Then, the 

message-passing SPA is run. For a given number of 

iterations, Log-Likelihood-Ratio (LLR) values are 

calculated and passed between CNs and VNs. The VN 

values are updated in each iteration based on the calculated 

LLR values. Finally, one can find the decoded data which 

are located in the VNs of the Tanner graph of the LDPC 

code with parity-check matrix H. 

2-4- The Sum-Product Decoding Algorithm 

The message-passing algorithms are iterative decoding 
procedures, in which some messages are passed back and 
forward between the VNs and CNs until the process is 
stopped. The bit-flipping decoding algorithm is one of the 
message-passing algorithms in which the received symbols 
are hard decoded into 1’s and 0’s. 

The SPA is similar to the bit-flipping algorithm, but the bit-
flipping decoding is a kind of hard decisions while the SPA 
is a soft decision message-passing algorithm that utilizes 
the probability of each bit instead of its value. The extrinsic 
data between j-th CN and i-th VN which is the probability 
of ci=1 is denoted by Ej,i as the j-th parity check equation is 
satisfied. 

The probability that a parity-check equation is established 
for the bit ci to be 1 is represented by P that is calculated as 
follows: 

𝑃𝑗 ,𝑖
𝑒𝑥𝑡 = 

1

2
−  

1

2
𝑖 ′𝐵𝑗  ,𝑖 ′  𝑖(1 − 2𝑃𝑗 ,𝑖 ′ ),               (2) 

where Bj is the set of VNs which is connected to j-th CN. 

LLR is a metric for a binary variable that is represented by 
L and is as follows: 

L(c) = log 
𝑃 c=0 

𝑃 c=1 
 .                              (3) 

The sign of L(c) makes a hard decision on c and its 
magnitude |L(c)| shows the reliability of the decision rule. 
Thus, the probability of c can be obtained from LLR as 
follows: 

p(c=1) =  
𝑒−𝐿(𝑐)

1+𝑒−𝐿(𝑐) ,                              (4) 

p(c=0) =  
1

1+𝑒−𝐿(𝑐) ,                              (5) 

the main reason of exploiting LLR metric is that when 
probabilities need to be multiplied to each other, then 
logarithms just need to be added, hence, the complexity of 
calculations decreases. The information that are transferred 
from j-th CN to i-th VN is expressed as a LLR that it’s 
value is as follows: 

Ej,i = L(𝑃𝑗 ,𝑖
𝑒𝑥𝑡 ) = log

1−𝑃𝑗 ,𝑖
𝑒𝑥𝑡

𝑃𝑗 ,𝑖
𝑒𝑥𝑡   .                    (6) 

Hence, 

Ej,i=log

1
2

 + 
1
2


𝑖′𝐵𝑗 ,𝑖′ 𝑖
(1−2𝑃

𝑗 ,𝑖′
)

1
2
− 

1
2


𝑖′𝐵𝑗 ,𝑖′ 𝑖
(1−2𝑃𝑗 ,𝑖′ )

  

=log

1 + 
𝑖′𝐵𝑗 ,𝑖′ 𝑖

(1−2
𝑒
−𝐿(𝑃

𝑗 ,𝑖′
)

1+𝑒
−𝐿(𝑃

𝑗 ,𝑖′
)
)

1− 
𝑖′𝐵𝑗 ,𝑖′ 𝑖

(1−2
𝑒
−𝐿(𝑃

𝑗 ,𝑖′
)

1+𝑒
−𝐿(𝑃

𝑗 ,𝑖′
))

               (7) 

        =log

1 + 
𝑖′𝐵𝑗 ,𝑖

′ 𝑖
( 

1− 𝑒
−𝐿 𝑃

𝑗 ,𝑖′
 

1+ 𝑒
−𝐿 𝑃

𝑗 ,𝑖′
 

 )

1− 
𝑖′𝐵𝑗 ,𝑖

′ 𝑖
( 

1− 𝑒
−𝐿 𝑃

𝑗 ,𝑖′
 

1+ 𝑒
−𝐿 𝑃

𝑗 ,𝑖′
 

 )

 . 

 

By using the following relation,  

tanh{ 
1

2
 log (

1−𝑃

𝑃
)} = 1-2P ,                                 (8) 

it can be concluded that,  

Ej,i  = log 
1 + 

𝑖′𝐵𝑗,𝑖′𝑖
tanh ⁡(𝐿(𝑃

𝑗 ,𝑖′
)/2)

1−  
𝑖′𝐵𝑗,𝑖′𝑖

tanh ⁡(𝐿(𝑃𝑗 ,𝑖′ )/2)
 ,         (9) 

and by using the relation, 

2 tanh
-1

p = log 
1+𝑝

1−𝑝
 ,                                     (10) 

we can write, 

Ej,i=2 tanh
-1

  𝑖 ′𝐵𝑗  ,𝑖 ′  𝑖  tanh⁡(𝐿(𝑃𝑗,𝑖′)/2) .     (11) 

The value of 𝐿(𝑃𝑗 ,𝑖 ′ ) can be separated to its sign and its 

magnitude as follows: 
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  𝐿 𝑃𝑗 ,𝑖 ′  = 𝑆𝑗 ,𝑖 ′ 𝑀𝑗 ,𝑖 ′  ,                                    (12) 

where,  

𝑆𝑗 ,𝑖 ′ =sign(𝐿 𝑃𝑗 ,𝑖 ′  ) ,                                   (13) 

𝑀𝑗 ,𝑖 ′ = |𝐿 𝑃𝑗 ,𝑖 ′  | .                                   (14) 

Thus, equation (11) can be rewritten as  

tanh  
1

2
𝐿 𝑃𝑗 ,𝑖 ′   = 𝑖 ′𝐵𝑗  ,𝑖 ′  𝑖  𝑆𝑗 ,𝑖 ′ .𝑖 ′𝐵𝑗  ,𝑖

′  𝑖  tanh⁡(
1

2
𝑀𝑗 ,𝑖 ′ ) .   

(15) 

Therefore, 

Ej,i = 𝑖 ′  𝑆𝑗 ,𝑖 ′  . 2tanh
-1

 (𝑖 ′ tanh⁡((
1

2
𝑀𝑗 ,𝑖 ′ )) 

 = 𝑖 ′  𝑆𝑗 ,𝑖 ′  . 2tanh
-1

 log−1log(𝑖 ′ tanh⁡((
1

2
𝑀𝑗 ,𝑖 ′ )) 

 = 𝑖 ′  𝑆𝑗 ,𝑖 ′  . 2tanh
-1

 log−1  log(tanh⁡((
1

2
𝑀𝑗 ,𝑖 ′ )𝑖 ′ ) 

 = 𝑖 ′  𝑆𝑗 ,𝑖 ′  . Ø( Ø(𝑀𝑗 ,𝑖 ′ )𝑖 ′ ) ,                                         (16) 

where Ø(x) is defined as follows: 

Ø(x)=−log(tanh⁡(𝑥/2)=log(
𝑒𝑥  + 1

𝑒𝑥  − 1
) .              (17) 

In the SPA each VN has access to the initial LLR and 
LLRs from connected CNs because probability passes 
between nodes. The total LLR of the i-th bit is as follows: 

𝐿𝑖
total =Li +  𝐸𝑗 ,𝑖𝑗𝐴𝑖

 ,                                 (18) 

where Ai is the set of CNs connected to i-th VN. 

The decoder is initialized by setting VN information 
𝐿(𝑃𝑗 ,𝑖), for which hi,j=1, as follows: 

Li = L(ci|yi) = log(
𝑃(𝑐𝑖=0|𝑦𝑖)

𝑃(𝑐𝑖=1|𝑦𝑖)
) ,                       (19) 

where yi is the i-th information bit value that has been 
received. Li can be calculated for the binary input AWGN 
channel as follows: 

P(𝑥𝑖 = 𝑥|𝑦𝑖 ) = 
1

1+exp ⁡(−4𝑦𝑖𝑥/𝑁0)
 ,                   (20) 

from equation (20), 

Li = L(ci|yi) = - 4yi/N0 ,                                 (21) 

where N0 is the noise power spectrum density. 

After calculating total LLR for every VN, 𝐶  is obtained as 
follows: 

𝐶 𝑖= 
1           if   𝐿𝑖

𝑡𝑜𝑡𝑎𝑙  < 0  

0                  else,            
     , for  i=1, 2, …, N;          (22) 

where N is the length of codewords.  

 

 

The accuracy of decoded data 𝐶  can be obtained by 

multiplying 𝐶  and H
T
. If 𝐶 𝐻𝑇 = 0, then the decoded data is 

correct, else LLRs should update as follows: 

𝐿(𝑃𝑗 ,𝑖 ′ ) =  𝐸𝑗 ′ ,𝑖  𝑗 ′𝐴𝑖,𝑗
′ 𝑗 + Li .                     (23) 

These operations continue until the parity-check equations 

are satisfied (𝐶 𝐻𝑇 = 0), or the number of iteration equals 
the maximum limit which has been considered. 

3- Simulation Results 

In this section, we report some simulation results which 

are obtained from implementation of the described 

communication system. All BER values are averaged over 

50 tests for randomly generated binary sequences as an 

information source.  

The BER performance of a PSK modulated 

communication is presented with respect to the number of 

iterations, the code length, and coding rate. A fair 

comparison is done for various values of the signal to 

noise ratio. 

After decoding received data in receiver the number of bits 

that have not received correctly can be simply obtained by 

comparing the received bits in the receiver and transmitted 

bits of the transmitter. The BER is calculated by dividing 

the number of incorrect received bits to the number of total 

received bits.  

In Fig. 3, it is depicted that the BER decreases by 

increasing the number of iterations in the SPA with a same 

parity-check matrix H (384,512,irregular) with the rate of  
1

4
.  This observation is because of increasing the number of 

runs in update equations of the SPA. 

For instance, the BER is 5.46×10-6, 3.91×10-6, and 

2.8×10-6 respectively for the cases of iteration=10, 

iteration=20, and iteration=50 in SNR=6db.  

Based on the results, which is reported in Fig. 4, it is 

obvious that the BER decreases by increasing the size of 

the parity-check matrix H. This fact stems from the direct 

effect of increasing length. Note that, by increasing the 

size of H, complexity of implementations increases. For 

example, the BER is 3.91×10-6 and 1.17×10-8 

respectively for H(384,512,irregular) and 

H(768,1024,irreglar), with the rate of  
1

4
 and iteration=20 in 

SNR=6db. 

The effect of increasing the number of added redundancy 

to a same information block with a constant length to the 

BER performance is presented in Fig. 5. As it is seen, the 

BER value decreases by increasing redundancy or 

equivalently by decreasing coding rate.  
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Fig. 3: The BER performance of code H (384,512,irregular). 

 

 

 
Fig. 4: The BER performance of H(384,512,irregular) and 

H(768,1024,irreglar). Rate is 0.25 and the number of iterations is 

20. 

 

As an example, the BER is 2.97×10
-3

, 6.72×10
-4

, 8×10
-7

, 

and 8×10
-11

 respectively for rate= 
2

3
, rate= 

1

2
, rate= 

1

4
, and 

rate= 
1

8
  in SNR=7db. 

Based on the reported results, it is seen that the SPA is 

reliable with respect to parameter changes and can be 

utilized for the BPSK modulation scheme with an 

acceptable performance. In the design process, one can 

choose proper rate, number of iterations and length to 

reach a required quality of service. 

 

 
 

Fig. 5: The BER performance for four LDPC codes 

H1(64,192,irregular), H2(128,256,irregular), 

H3(384,512,irregular), and H4(896,1024,irregular) with 

iteration=10. 

4- Conclusions 

In this paper, a point-to-point communication system is 
investigated. Our focus is on the channel encoder and the 
channel decoder blocks and their BER performances. The 
LDPC codes are employed for the channel encoder block 
and the SPA with the same parity-check matrix of encoder 
are exploited for the channel decoding. The BER 
performance of the system under AWGN communication 
channel model with PSK modulation scheme is derived 
from implementations for various cases. Our simulation 
results show the effect of the parameter changes in order to 
achieve lower BER values. This provide the direction of 
parameter changes to a system designer to improve the 
performance. 

 

Appendix 

Here, we present the degree distributions of the parity-
check matrices, which have been used in our 
implementations for some rates. Note that the parity-check 
matrices are obtained from these degree distributions by 
using progressive edge growth method with some 
approximations. 

For the rate of 0.75, we have: 

𝜆 𝑥 = 0.2911𝑥 + 0.1892𝑥2 + 0.0408𝑥4 + 0.0873𝑥5 +
0.0074𝑥6 + 0.1126𝑥7 + 0.0925𝑥15 + 0.0186𝑥20 +
0.124𝑥32 + 0.016𝑥39 + 0.0202𝑥44 , 

and 

𝜌 𝑥 = 0.8𝑥4 + 0.2𝑥5. 
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For the rate of 0.66, we have: 

𝜆 𝑥 = 0.2177𝑥 + 0.1634𝑥2 + 0.098𝑥5 + 0.1018𝑥6 +
0.0538𝑥13 + 0.0301𝑥16 + 0.0566𝑥20 + 0.0109𝑥26 +
0.0809𝑥30 + 0.1863𝑥99, 

and 

𝜌 𝑥 = 0.9𝑥6 + 0.1𝑥7. 

 

For the rate of 0.5, we have: 

𝜆 𝑥 = 0.1528𝑥 + 0.2825𝑥2 + 0.0062𝑥3 + 0.5586𝑥19, 

and 

𝜌 𝑥 = 𝑥9. 

 

For the rate of 0.25, we have: 

𝜆 𝑥 = 0.1118𝑥 + 0.1479𝑥2 + 0.0721𝑥5 + 0.2464𝑥6 +
0.0021𝑥8 + 0.4195𝑥29, 

and 

𝜌 𝑥 = 𝑥23 . 

 

For the rate of 0.125, we have: 

𝜆 𝑥 = 0.1154𝑥 + 0.1846𝑥2 + 0.1872𝑥6 + 0.0107𝑥7 +
0.0107𝑥8 + 0.0298𝑥9 + 0.0676𝑥17 + 0.0713𝑥21 +
0.0311𝑥22 + 0.0523𝑥25 + 0.194𝑥65 + 0.0148𝑥69 +
0.0192𝑥72 + 0.0021𝑥89 + 0.0086𝑥99, 

and 

𝜌 𝑥 = 0.5𝑥45 + 0.5𝑥46. 
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Abstract 
The Localization is the core element in Wireless Sensor Network WSN, especially for those nodes without GPS or BDS; 

leaning towards improvement, based on its effective and increased use in the past decade. Localization methods are thus 

very important for estimating the position of relative nodes in the network allowing a better and effective network for 

increasing the efficiency and thus increasing the lifeline of the network. Determining the current limitations in FA that are 

applied for solving different optimization problems is poor exploitation capability when the randomization factor is taken 

large during firefly changing position. This poor exploitation may lead to skip the most optimal solution even present in the 

vicinity of the current solution which results in poor local convergence rate that ultimately degrades the solution quality. 

This paper presents GEFIR (GenFire) algorithm to calculate position of unknown nodes for the fishermen in the ocean. The 

proposed approach calculates the position of unknown nodes, the proposed method effectively selects the anchor node in 

the cluster head to reduce the energy dissipation. Major benefits over other similar localization algorithms are a better 

positioning of nodes is provided and average localization error is reduced which eventually leads to better efficiency thus 

optimize the lifetime of the network for sailors. The obtained results depict that the proposed model surpasses the previous 

generation of localization algorithm in terms of energy dispersion and location estimation which is suitable for fishermen 

on the ocean bed. 

 

Keywords:. Wireless Sensor Network; localization; firefly; Genetic Algorithm. 
 

1- Introduction 

By the symphony of the wind carrying the burden of the 

IOT technology that is transposing the means by which 

individuals strive, a huge deprivation leads to more 

utilization thus leading to a better solution. IOT having the 

similar case requiring node positioning for various real life 

application[1-7], our work revolves around the 

requirement of node localization and positioning in WSN 

(backbone of IOT) ; as depicted by various leaflet about 

80% of the contingent information is related to location 

[2].WSN(Wireless Sensor network) is a substantial unit  of 

IOT and is defined as a group of sensor network that are 

randomly distributed over a particular area that tends to 

provide different information in an orderly fashion [1-

3].Upon diagnosing the problem with GPS and BDS: the 

cost of installation, the energy required to run them and the 

space that the technology occupy, a better approach of 

providing GPS/BDS for the few of the nodes (beacon 

nodes) are used and others are positioned using 

localization algorithm. Therefore, a better and more 

suitable localization algorithm for bettr positioning the 

nodes is required. 

Location has been an important aspect in practical usage of 

any wireless sensor network thus localization is important, 

making it important to construct various localization 

algorithms based on the needs. 

Localization algorithms can be defined as a group of 

algorithms which are used by the WSN to make decisions 

in real time based on local and limited knowledge unlike 

global network knowledge. Thus, ‘locality’ is often 

referred to as the knowledge processed by the WSN in its 

area of reach.[8] 

Localization thus consists of the problem of finding the 

geographical location of a node in a WSN, which can be 

calculated either by a central WSN that contains the global 

network knowledge or a more practical approach in which 
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WSN are spread in a distributed manner. 

[9,10,11,12,13,14] 

Localization can be broadly classified into two categories: 

Ranged based and Range free algorithms.  

Range based algorithms shine in accurate positioning of 

the WSN in a specific distance but at the high cost of 

deployment and need high end hardware. Range based 

algorithms efficiently use ranging techniques and operate 

on the distance measurement between different internodes 

for calculating location of nodes. Some of the range-based 

algorithms are Received Signal Strength 

Indicator (RSSI), Time of Arrival (ToA), and Time 

Difference of Arrival (TDoA) [15]. Due to the high cost of 

deployment and taking into account the efficiency, Range 

free algorithms are used as they don’t require high tier 

hardware and rather are operated on connectivity, multi-

hop routing and other real time-shared information for 

calculating the distance between the nodes. Range free 

algorithms have their research oriented towards hop-count 

estimation that is based on the probability that there exists 

a function which can be mapped such that the physical 

distance between the nodes is somewhat related to the 

smallest hop-counts. But due to the deployment of sensor 

nodes in complex scenarios, mapping function can no 

longer be defined accurately resulting in blunders which 

yield errors. Another major problem with multi-hop is 

ambiguity. Another example is Centroid localization  

algorithm which computes the position of nodes based on 

supported close sensors among a pre outlined radio range. 

The main advantage is its low computational complexity 

but it has a high location estimation error that is dependent 

on the node density (The number of nodes located in a 

particular range respective to the centroid node) [16]. 

Table1 : The chosen method depends upon the application requirement and scenario

Algorithm for Distance 

computation 

Correctness Range of 

communication 

Additional 

Hardware 

Challenging 

Encounters 

Received Signal 

Strength Indicator: RSSI 

2 meter - 6 meters Few inches to 

40-50 meter 

None Interference due to 

environment 

Time Difference of 

Arrival: TDoA 

2 centimeter – 4 

centimeters 

2 meter-15 

meters 

Ultrasound 

Transmitter 

Maximum distance 

of deployment 

Time of Arrival: ToA 2 centimeter – 4 

centimeters 

Communication 

range 

None Synchronization 

Angle of Arrival: AoA A few degree (6˚) Communication 

range 

Receivers 

set 

Limited to small 

sensor nodes 

Communication range Half  the distance of 

communication range 

Communication 

range 

None None 

 

The choice of computational algorithm to use to estimate 

the distance between to nodes in a wireless sensor network 

majorly affects the final performance of the system; but we 

can’t simply take into account the final performance rather 

other factors like size of hardware and cost is equally 

important for the sake of which the position estimation 

method is chosen wisely. Table 1 compares each one of 

the range free distance computational algorithms. The 

chosen method of computation solely depends upon the 

available resources and requirements.Due to unsatisfactory 

processing of both range free and range-based algorithms 

and the need for more accurate positioning and better 

lifetime several proposals have been made which consist 

of artificial intelligence techniques which use soft 

computing algorithms, optimization techniques etc. and 

because of their ability to solve the optimization problem 

in uncertain scenarios and provide better results. 

Artificial intelligence localization techniques have been 

used in previous research, including Artificial Neural 

Network (ANN) [17], Neural Fuzzy Inference System 

(ANFIS) [18], Fuzzy logic [19], and optimization 

algorithms, such as Genetic Algorithms [20], Particle 

Swarm Optimization (PSO) [21], Bacterial Foraging 

Algorithm (BFA) [22], and Gravitational Search 

Algorithm (GSA) [23]. 

These Artificial intelligence localization techniques are 

generally combined with baseline algorithms that are range 

based and range free algorithms which provide some 

degree of betterment but still unsatisfactory results are 

obtained. 

 

1-1- Paper Organization 

The flow of paper is organized as follows in section 2 the 

literature review gives the details about various 

implementations of localization algorithm, A and firefly 

and identification of gap in same. Section 3 describes the 

methodology of GEFIR algorithm that gives the detailed 

description of implementing the proposed algorithm, 

Section 4 gives the simulation and result of GA Firefly and 

GEFIR and comparison between them based on different 

parameters. 

 



 

Journal of Information Systems and Telecommunication, Vol. 8, No. 3, July-September 2020 

 

 

177 

2- Related work 

Localization holds a major aspect in WSN and is thus 

optimized by various entities across the globe in different 

fashion [24,25].  

Localization is in this way required as about 13.7% of  

streamlining includes localization angle [26].There are 

numerous calculation, for example, Localization-network, 

bionics restriction calculation centroid confinement 

calculation, district cover confinement calculation, bionics 

confinement calculation, checklimitation calculation, 

milestone arrangement limitation calculation, milestone 

overhaul limitation calculation, limitation calculation, 

geometric limitation calculation, way arranging limitation 

calculation, time confinement calculation and likelihood 

circulation confinement calculation that are talked about 

and future examination bearings in limitation are 

suggested.[26] The proposition talked about above 

spotlights just on one procedure to improve the outcomes 

while a few substances have even delivered half and half 

models conveying more than one enhancement 

calculations.A cross breed approach including Fuzzy 

Logic and GAs was distributed by Yun et al. [27], who 

incorporated a half and half model along these lines ad- 

libbing his past working [28], which utilized just a FL 

approach, by joining those two techniques to determine the 

correct loads. At first, GA algo was utilized to alter the 

participation capacity of FL (utilizing an iterative process) 

for edge loads dependent on RSSI data. In any case, this 

technique has restrictions like the GA-based confinement 

strategy: it accepts that the real position is realized while 

figuring the mean square mistake. Additionally, an in half 

and half methodology including NNs and GAs was 

assessed and talked about by Chagas et al. [29], in which 

the GA was utilized to determine ideal boundaries 

preceding contribution to at that point, yet once more, 

these techniques include an exchange among precision and 

multifaceted nature. Rather than applying FL to determine 

the weight legitimately, Huan Xiang Et al. [30] integrated 

GAs to alter the weighted centroid estimation to 

accomplish higher exactness dependent on signal quality 

sources of info and restriction reference data. Additionally, 

Yang et al. [31] applied GAs utilizing a channel 

recharging methodology to deliver better combination—a 

procedure that can be utilized with enormous scope WSNs. 

Here, the wellness work was gotten from the genuine area 

of the assessment. 

Table 2 : Methods for position estimation 

Method Rfes 
Distance required for 

computation? 

Angle required for 

computation? 
Complexity Challenging Encounters 

Trilateration 3 Yes No F(1) 
Vulnerable to wrong 

distance 

Multiliterate a≥3 Yes No F(a3) 
Computational 

complexity 

Triangulation 3 No Yes F(1) Extra Hardware required 

Probabilistic a≥3 Yes No 
F3d2 

(d=grid) 

Space and Computational 

complexity 

Bounding box a≥2 Yes No F(a) Final position error 

Central 

Position 
a≥1 No No F(a) Final position error 

 

For the algorithms to work distance estimation (as 

answered in table 1) and position estimation is 

required. Position estimation is based on the strategic 

deployment of different method which uses the 

distance estimated from the algorithms explained in 

table 1 and deploy them to estimate accurate and 

correct position using methods –

Trilateration,Multiliterate,Triangulation,Probabilistic,

bounding box, Central position as depicted in Table 2. 

2-1- Motivation 

Upon studying the annual rate of sailor deaths due to 

weather hazards and unable to reach the shore on 

time the idea of deploying WSN onto this particular 

problem statement was developed. Being aware that 

the node position would be the key issue in order to 

locate precisely the sailors, a new algorithm was 

proposed keeping the challenges of the Sailors in 

mind. Thus, a new GEFIR algorithm was proposed 

and deployed. The lives of sailors are constantly 

endangered due to the abnormal weather aspects 

shown over the past few years in different parts of the 
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world. Working on the same problem and trying to 

get a way out of it a wireless sensor network 

deployment was introduced on the sailors that are 

deployed on the sea bed. A new algorithm was 

considered to be introduced that would consider 

mobile beacon nodes and anchor nodes that would 

help the sailors (small fishermen) to be easily located 

and can be rescued in case of an emergency. The 

proposed WSN is built and tweaked keeping the 

problem statement of the sailors in mind and thus the 

algorithm is capable of both optimizing the large area 

and accurately finding the relative accurate position 

of the sailors. 

 

3- Methodology and Implementation 

3-1- Proposed Mechanism for Node 

localization  

The proposed gear for routing data based on the 

localization is based on the natural selection as done 

in firefly algorithm [31] by creating a newly 

developed algorithm for estimating nearly exact 

location of the sailors. The proposed algorithm 

helps to achieve better accuracy in a cost effective 

and energy efficient manner. 

The localization system can be divided into 3 distinct 

parts that are distance estimation, position 

computation and then the most important phase 

localization algorithm. As figure 1 shows the 

complete description of implementing GEFIR 

algorithm. As in the paper to obtain the results we 

started with initialization of the parameter for both 

GA and FA. Then we have generated the random 

population and on the random population we applied 

the objective function. For each iteration calculate the 

distance then we update all the positions in firefly for 

all the offspring. We are applying GA to populate 

more offspring of best fireflies. We will compute till 

either we reached our results or till the maximum 

iterations. As the implementation approach divides in 

three stages. In the bottom of the paper each stage 

describing their own working. 
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Fig 1: Implementation Methodology for Gefir Algorithm

3-2-  Stage 1: Initialization 

 

Deployment scheme: Distance and Position estimation 

Action: This type of estimation constitutes of 2 steps 

i. Distance calculation  

ii. Position estimation for the nodes. 

Distance estimation component is accountable for 

computing the distance between the two nodes which can 

serve as valuable information 

The System of equation is described as below 

x − ϰi2 + y − yi2 = i2 − ε                                         (1) 

x − ϰn2 + y − yn2 =  n2 − ε                                     (2) 

The distance of unknown nodes is calculated using the 

RSSI value as it doesn’t require any additional hardware 

and most radios can receive it directly. Firstly, the anchors 

diffuse their neighbor traditional nodes then receive the 

transmitted beacon from links and measure the strength. 

Then position is calculated on the basis of RSSI by the 

beacon nodes. The method used for computing the position 

is multilateration.This method was initially developed for 

the military as then it didn't want to be seen. In this case 

scenario we opted this method as there won’t be the 

possibility of clear visibility on the sea bed. 

I=1to N 

ε is the random variable with 0 mean 

The above system can be linearized and can be solved 

using the standard method like least square [33,34]The 

computed position using this method is defined as: 

f(x, y) = i = 1nx − ϰi2 + y − yi2 −  di22                    (3) 

Where, xi and yi are the position coordinates of the ith 

reference node, di is the estimated distance.  

Table3 : Pseudo code for Genetic Algorithm 

Genetic Algorithm 

1. Encrypt the solution space 

2. set Pop Size, MaximumGen and Gen=0 

a. set CrossRate 

b. set MutationRate 

 Initialize population 

 while MaximumGen>=Gen 

 . Compute fitness 

a. for 1 to PopSize 

i. select Parent1 and Parent2 

ii. if (rand (0,1) <CrossRate) 

1. child=crossover (Parent1, Parent2) 

iii. if(rand (0,1) <MutationRate) 

1. child=Mutation (Chromosome) 

b. end for 

c. add OffSpring to the new generation 

d. Gen=Gen+1 

 end while 

 return best Chromosome. 

 

3-3- Stage2: Deployment Scheme: Genetic 

Algorithm 

Action: This type of algorithm is used to obtain a better 

optimized result over a huge space. Nature selects what’s 

best for the world and going by this principle of selecting 

the most optimized path is the purpose of this algorithm as 

devised by John Holland in 1960 based on Darwin’s 

theory of evolution this algorithm was proposed[35].They  

 

 

are mostly used to generate high quality optimization 

results over a larger data set by going through the tunnel of 

processes like natural selection, mutation and 

crossover[36].Major advantage and the basic purpose to 

select this particular algorithm is that It doesn’t have the 

need for derivative information which in this case may or 

may not be available at first glance. Other features include 

the optimization ability of the algorithm to optimize both 

continuous and discrete functions depending upon the 

function deployed on the problem statement. Basic 

terminology is described as below 
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i. Population: The total number of nodes constitutes 

the population 

ii. Chromosomes: Defines the set of coordinated i.e. 

a chromosome contains 2 genes; the 1st gene 

defining the x coordinate of the node and the 2nd 

gene defining the y coordinate of the node. 

iii. Gene: A gene is one element position of a 

chromosome; for this particular set it contains 2 

genes-x and y coordinate 

iv. Allele: The numeric value of a gene.[18] 

A genetic algorithm initializes with an initial population 

which is made up of a set of solutions. This population 

then evolves into a different population as generation 

passes and lastly the best individual is returned as the 

solution of the problem. For each generation the evolution 

is preceded by a fixed set of rules [36]. The two parents 

from the population are chosen and based on some traits 

they are allowed to be a crossover operator to produce a 

new generation offspring containing traits of both the 

parents. The offspring is then modified by mutation 

operators to generate an unexplored search space to the 

population thus enhancing the diversity. After a while the 

offspring replace the entire population and thus evolution 

is met and it is continued until desired condition is met. 

3-4- Stage 3: Localization Algorithm Using FA 

 Deployment scheme: Firefly Algorithm 

Action: This algorithm shines out in fine tuning but 

in a small space. 

Firefly algorithm was constructed and implemented by 

Dr.Xin She Yang in 2008 and is based on the mating 

behavior of fireflies [32]. Fireflies use their ability to 

produce natural light to lure their mate or prey. Also 

known as the lightning bug there are around 2000 species 

which have the capability to generate short and rhythmic 

flashes. Flashes from these bugs even so often appear to be 

in a particular pattern and generate an amazing sight 

among the tropical areas throughout summer. If a firefly is 

starving or looking for a mate its light-weight glows 

brighter to make the attraction of mates additionally 

sensible. The brightness of the light-weight depends on the 

accessible quantity of a pigment referred to as ‘luciferin’, 

and tons of pigment suggests that tons of light-weight 

Table 4 : Pseudo Code for Firefly Algorithm 

Firefly Algorithm 

for i = 1:N 

Randomly generate xi within the range 

 End for i 

 Estimate the function values of the firefly population 

 do while (criteria for terminating is not accomplished) 

 . for i = 1: N 

i. for variable j = 1: N 

1. If ObjectiveFunction(xj) <ObjectiveFunction(xi) 

2. If (Ij>Ii), move firefly i towards j 

3. End if 

4. Calculate new solutions and keep posted the light intensity; 

ii. end for j 

end for i 

Compute the new population 

Note the best solution generated 

 end while 

 

Based on the above mention communication 

phenomenon of fireflies, the SFA consists of set rules: 

firefly will be engrossed by other fireflies regardless 

of their gender. Attractiveness is proportional to 

their light-weight(brightness) and diminution occurs 

as the distance among them surges. 

The landscape of the objective function determines 

the brightness of a firefly [20] Instead of old firefly 

algorithm a new modified firefly algorithm is 

deployed which would reduce the issue of 

formulation of attractiveness and irregularity due to 

variation in intensity.[11] The construction of firefly 

algorithm for the proposed problem is defined as 

follows. Initially the brightness is calculated using 

the function(x,y) is computed using equation 3Next 

attractiveness between the firefly is calculated using 

eq3. Attractiveness refers to the    movement of the 

ith firefly to the brighter jth firefly. 

 qr = q0e − r2                                                    (4) 

Where,q0 is the attractiveness at r=0; is the absorption 

factor; r is the distance between the two fireflies Where 

distance function ribest is defined by the equation: 
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ribest = ϰi − ϰgb2 + yi − ygb2                         (5) 

Depending upon the values obtained by the above-

mentioned equation movement is given by the equation: 

xi = ϰi + ( q0e − ρrij2(ϰj − ϰi)  +  q0e − ρrib2(ϰgb −
ϰi) )  +  ȼƵ  +  ƦƵ (ϰi − gb)             (6) 

Where 𝑞0𝑒 − 𝜌𝑟𝑖𝑗2(𝜘𝑗 − 𝜘𝑖)  +  𝑞0𝑒 − 𝜌𝑟𝑖𝑏2(𝜘𝑔𝑏 − 𝜘𝑖) 

is the attractiveness module; 

ȼ - randomizing parameter. 

In this algorithm the randomizing parameter is not kept 

fixed rather than a changing parameter which is linearly 

decreasing as the iteration gradually increases. This 

particularly helps in finding the balance between 

exploration and exploitation. 

gb – represents the current global best which is used to 

redefine the measure and movement of the firefly. The 

above-mentioned algorithm is run for 100 iteration or till 

convergence is obtained. The position of the brightest 

firefly is the ideal location of the sensor node as calculated. 

Firefly algorithm. 

3-5-  Stage 4: Proposed Algorithm-GEFIR: 

The GEFIR algorithm provides accurate and more timely 

information to the WSN as deployed for the sailors. GEFIR; 

it accomplishes path tuning to estimate unknown nodes and 

then by the fine-tuning capabilities nodes positions are 

estimated. The proposed algorithm as defined below 

outperforms GA and FA in almost every possible way. A 

total of 50 nodes include anchor and beacon nodes were 

taken which includes 10 nodes are the anchor nodes(nodes 

knowing their respective position) and the rest 40 are mobile 

beacon nodes whose location has to be formed .In real case 

scenario our beacon nodes get up to 100-200 nodes 

consisting of the fishermen whose location is to be estimated 

and the anchor nodes are the fixed landmark location on the 

shore and on the surface sea. 

Table 5 : Pseudo Code for (GEFIR) GenFire Algorithm 

Start algorithm GEFIR 

Initialization: 

Let թ  be the solution space. 

 Let n be the number of chromosomes in թ  which represents the total population ranging from 1 to n. 

Each chromosome contains the coordinates of the fishermen in the sea; X coordinate and Y coordinate. 

For nodes n; n∈թ  

For individual j; u=(u1,u2,u3un) ∈n 

ji(1≤i≤n,1≤j≤n)  

For range (xp,yp) 

xp=0≤xp100 ;yp= 0≤yp≤100 

Initial Round: 

1. Tournament selection is deployed to find mating parents among the np. 

2. Mating pool for fittest parents is to be calculated using the fitness function 

Fitness function is defined as f1=ƶ Ø 

Where 

Ø=i,j=1 i,j∈n n(ȃ ij-aij)2 

f1=ƶ i,j=1 i,j∈n nȃ ij-aij2 

3. Partially mapped crossover is done on the parent chromosomes in the mating pool. 

Elite selection strategy: At the same instance of time the best fitted offspring is retained in the next generation without any 

changes or mutation. 

4. Mutation of genes in the np is done on the basis of mutation probability. 

GA performs course tune to estimate unknown nodes. 

5. Deploying steps 2 to 4 repeatedly up until it reaches maximum number of iterations.  

 

The final population of evolution created by GA becomes initial population of firefly algorithm. 
Fine tuning: 

6. Brightness (f (x ̂ ,y ̂  ))is estimated using equation 1     

7. Attractiveness is calculated using equation 2 

8. Distance of attraction is calculated using equation 3 

9. Firefly movement towards brighter firefly is then calculated using equation 4   

10. Select the global most light weight among the fireflies 

11. Until stopping criterion repeat steps 6 to 11. 

12. Location value of sensor node is estimated. 

 

Stop algorithm GEFIR 
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Parameter estimation problem of the presented non-
linear dynamic system of identifying sailor boats 
(nodes) on the ocean bed is stated as the 
minimization of the distance measure J between the 
experimental and the model predicted values of the 
considered state variables: 

𝐽 =  𝑛
𝑖 =1 

 𝑚
𝑗  =1

 𝑌𝑒𝑥𝑝   𝑖 − 𝑦𝑚𝑜𝑑
𝑗 

2
            (7) 

where m is the number of experimental data; n is the 

number of state variables; yexp is the known vector 

of experimental data; ymod is the vector of model 

predictions with a given set of parameters. 

3-6- Tuning of The Parameters for Sailor 

Specific Problem 

 Each algorithm has its set of defined parameters 

that affect its performance in terms of solution space 

of sailor and execution time. To use FA and GA at 

their best in terms of network efficiency, it is 

necessary to provide the modifications of the 

parameters depending on the domain. With the 

appropriate choice of the algorithm parameters the 

accuracy of the algorithms and the execution time can 

be optimized. Parameters of the FA and GA are tuned 

based on many pre-tests. 

4- Experiment and Simulation Result 

4-1-  Simulation Setup 

This section simulation experiments are deployed on 

the derived algorithm for the sailor problem and 

accuracy is calculated based on Matlab R2019a 

deployed on Windows 10 i9-9000k. We set up and 

deploy the GA, FA and GEFIR algorithm and thus 

results were obtained. Note that 50 nodes were placed 

in a solution space of 100*100 m. The simulation 

results were calculated several times in a random 

fashion. On account of the FA-GA calculation, the 

unadulterated FA begins from arbitrarily produced 

introductory arrangements (population) which can be 

very apart from the ideal one. The FA is executed for 

10 cycles just and in this way the underlying 

population for GA, which are nearer to the ideal, is 

produced. The GA begins from arrangements which 

are not passage from the ideal and subsequently the 

convergence of the calculation is expanded. 

Progressively over crossover plots the 

population(chromosomes and fireflies) are little, just 

20  (versus 100 individuals in unadulterated GA and 

FA). Such little populace extensively diminishes the 

pre-owned memory. A graphical portrayal of the 

union of the target work J (mean estimations of the 

30 runs) for both unadulterated GA and FA 

calculations with time is appeared (in logarithmic 

scale) in Fig.2 The outcomes about the half breed 

GA-FA and FA-GA are appeared (in logarithmic 

scale) in Fig. 3.As the  structure from Fig.2 the FA 

calculation shows somewhat better intermingling 

execution in the start of the streamlining procedure, 

contrasted with the GA. The FA meets quicker than 

the GA and accomplishes lower value for J toward 

the finish of the advancement. The FA better 

execution is much clearer in the half breed 

calculations (see Fig.3). For the half and half FA-GA 

it is unmistakably noticeable that FA unites quicker 

than the GA for the initial 10 emphases (10 cycles 

and 20 chromosomes/fireflies – 250 objective 

capacity assessments). At that point GA with starting 

population – FA last arrangement. In the other case, 

hybrid GA-FA, even the more inaccurate initial 

population FA convergence fast and achieved similar 

to FA-GA hybrid solution – JGA−F A = 6.0502 vs. 

JF A−GA = 6.0479. Total running time for the hybrid 

algorithms is about 25–30 s vs. about 220 s for pure 

GA and FA. Total objective function evaluations are 

1250 for the hybrid schemes vs. 10000 for the pure 

GA and FA. Thus, the presented hybrid algorithms 

have two advantages - much less running time and 

much less memory usage. 

Keeping this in mind and comparing the values 

obtained for J from the equation 7 we have opted to 

implement the GA- FA structure as our method for 

identifying the nodes on the ocean bed in the form of 

sailor nodes. 

Table 6 summarizes the parameters that were used in 

GEFIR Algorithm and sequentially the output was 

obtained fig 4 and Fig 5 depicts the global optimal 

value of the objective function against the 

transmission radius. 
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Fig 2: Output graph for objective function evaluation (no. of rounds) to their respective objective function 

 
Fig 3: Output graph for objective function evaluation (no. of rounds) to their respective objective function for gefir vs firge 

Table 6: The Parameters are used for GenFire (GEFIR) Algorithm 

Parameters Used in GEFIR algorithm Tweaked Values  

Maximum number of iterations 100 

Space Size  թ  99 

Number of landmarks: Anchor nodes 10 

Number of unknown nodes: Beacon nodes 40 

Total number of nodes 50 

Crossover constant: GA 0.6 

Mutation constant: GA 0.1 

Number of fireflies 20 

Random coefficient (initial value): ȼ 0.2 

Attractiveness at r=0: q0 1 

Absorption factor:  0.95 
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Fig 4: Output for 20 fireflies as obtained by deploying GEFIR 

 

Fig 5:Global optimum value of object function

 

Fig 6: Number of nodes vs Localization error

Performance of the proposed GEFIR algorithm 

was analyzed and compared with existing firefly 

and genetic algorithm on the problem statement 

defined above. The generated results show that 

the GEFIR algorithm is best suited in terms of 

time complexity as well as accuracy in table 7
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Table 7: Comparison between in GA ,FA AND GEFIR 

Localization  Algorithm Genetic Algorithm Firefly Algorithm GEFIR Algorithm 

Time complexity Medium Worst Best 

Accuracy Good for optimization Good for error removal Best for both optimization and error removal 

Number of Iteration Medium More Less 

 

5- Conclusion: 

GEFIR calculation was built and executed on the 

issue of the mariners on the seabed and expected 

outcomes were obtained. The calculation was utilized 

to advance the limitation blunder and to accomplish 

the generally exact situation of the sensor hub on the 

ocean bed. The proposed calculation was tried for 

several fireflies and were modified to accomplish 

better accuracy. Though many have proposed the 

same arrangement for the calculation our relational 

work was explicitlystreamlined remembering theissue 

proclamation. A future arrangement of this 

calculation would send it on a real sensor and 

develop an engineering of a similar model. Being 

cornered by the irregular factors of the condition the 

proposed calculation was as yet ready to beat the 

current calculation for the mariners on the ocean bed 

and had the option to moderately discover the area 

and along these lines a stage towards progressively 

situating was taken. This framework was all around 

forced however experienced irregular condition 

factors which caused interruption and accordingly 

nearly low speed of correspondence.
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Abstract  
Farsi font detection is considered as the first stage in the Farsi optical character recognition (FOCR) of scanned printed 

texts. To this aim, this paper proposes an improved version of the speeded-up robust features (SURF) algorithm, as the 

feature detector in the font recognition process. The SURF algorithm suffers from creation of several redundant features 

during the detection phase. Thus, the presented version employs the redundant keypoint elimination method (RKEM) to 

enhance the matching performance of the SURF by reducing unnecessary keypoints. Although the performance of the 

RKEM is acceptable in this task, it exploits a fixed experimental threshold value which has a detrimental impact on the 

results. In this paper, an Adaptive RKEM is proposed for the SURF algorithm which considers image type and distortion, 

when adjusting the threshold value. Then, this improved version is applied to recognize Farsi fonts in texts. To do this, the 

proposed Adaptive RKEM-SURF detects the keypoints and then SURF is used as the descriptor for the features. Finally, 

the matching process is done using the nearest neighbor distance ratio. The proposed approach is compared with recently 

published algorithms for FOCR to confirm its superiority. This method has the capability to be generalized to other 

languages such as Arabic and English. 
 

Keywords: Adaptivity; Feature Extraction; Font Detection; Redundant Keypoint Elimination Method (RKEM); Speeded-

Up Robust Features (SURF). 
 

1- Introduction 

Farsi is the official language of Iran, Tajikistan and 

Afghanistan. Farsi is among the first three languages of the 

world in terms of the number and variety of proverbs [1]. 

With vocabulary coming from Arabic (and other languages 

like Greek, Aramaic, Turkish, etc.) into Farsi, it has 

become one of the richest languages in terms of the word 

count [2]. Farsi is the ninth most widely used language in 

web content, and higher than Arabic, Turkish and other 

Middle Eastern languages [3]. To understand written Farsi 

texts by computers, new particular algorithms should be 

generated.  

Optical character recognition (OCR) is a process by which 

printed documents or scanned pages are converted to 

recognizable characters. OCR is one of the most important 

sectors of e-government. Most of the work done in the 

field of OCR is related to English, Chinese, and Japanese 

texts with dramatic improvements in recent years. While, 

Farsi OCR has continued to thrive despite the relatively 

high volume of academic research and the urgent need for 

government agencies.  Farsi OCR has still a long way from 

its intended desire, and yet no completely acceptable 

system has been developed. In other words, the aim is to 

generate Farsi systems that are comparable in accuracy 

and performance to the English OCRs.  

Font detection is one of the most useful pre-processing 

steps in improving the OCR performance for systems 

which deal with typeset-printed-scanned texts consisting 

several different fonts [4, 5]. Font detection is the process 

through which text language and font type, size and style 

could be identified. Although many methods can be found 

in the literature for font detection, most of them are 

composed of two major stages, i.e., feature extraction and 

font recognition [6, 7]. In general, feature extraction phase 

of font detection methods is categorized into two 

approaches including typographical and textural features 

[8]. In typographical features extraction methods, 

character weights and space widths are used to analyze 

textual images [9, 10]. While, in textural feature extraction 

methods, local and global features are used to describe 

textural images [6]. Overall, textural based methods are 

more accurate compared to the typographical ones, with 

more applications in OCR software [11, 12]. Gabor filter, 

mailto:agahi@iaushiraz.ac.ir
mailto:mahmoodzadeh@iaushiraz.ac.ir
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wavelet transform and local detectors are examples of 

textural features widely used in font detection [13].  

Although many studies have been conducted to detect 

English, Chinese and Japanese fonts, few ones have been 

done for Farsi font detection [14-16]. Due to the 

complexities in Farsi texts including continuous writing, 

the variations of the letters with respect to their relative 

position in words and the difference in the shape of the 

characters in different fonts, direct application of English-

font detection methods for Farsi fonts is not possible. On 

the other hand, no effective method has been developed 

for Farsi font detection which is comparable to those for 

English in terms of recognition accuracy. Given the 

importance and wide spread use of OCR and low accuracy 

of existing methods, proposing operative Farsi OCRs is 

mandatory and challenging. This paves the ground for the 

motivation to propose approaches which improve the Farsi 

font detection system so that it reaches acceptable 

detection rates. 

    One of the most common feature extraction methods in 

the font detection applications is the scale-invariant feature 

transform (SIFT). This algorithm is robust against scale 

and rotation changes and also intensity variations, affine 

distortion and noise [17]. These advantages have made this 

algorithm significant and widely used in the image 

processing tasks. Meanwhile, the imperative problem of 

the SIFT is the creation of redundant points, which lead to 

similar descriptors and consequently possible interference 

in the matching process. Recently, the RKEM has been 

proposed by Hossein-Nejad and Nasri [18], which aims to 

identify and eliminate redundant points in the SIFT using a 

redundancy index. The RKEM-SIFT could well remove 

useless keypoints and result in very good attainments in 

the image registration. Applying the RKEM to problems 

such as image registration [18], copy-move forgery 

detection [19] and image mosaicking [20] validated that 

this algorithm identifies important features and removes 

unnecessary ones.  

This paper proposes an approach for Farsi font detection, 

which works based on an improved version of the SURF 

algorithm. For this purpose, first an Adaptive RKEM 

(A.RKEM) is presented to eliminate redundant keypoints 

of the SURF algorithm. The proposed method operates 

based on the adaptive calculation of the threshold in the 

RKEM-SURF method. In fact, the threshold value is 

determined based on the amount of dispersion (variance) 

of keypoints distances. Hence, the type of the images and 

the between distortions are considered. These points can 

lead to the improvement in the RKEM-SURF efficiency 

via eliminating redundant points and consequently 

enhancing the image matching performance. Another 

improvement with respect to the RKEM-SURF is that the 

threshold value in the input and pattern images are found 

separately, again leading to a more successful image 

matching process. Afterwards, feature descriptors are 

extracted using the SURF algorithm. This descriptor is 

robust against rotation, scale and brightness. It gives 

vectors of length 64 and has high processing speed. Finally, 

the matching process is done using the nearest neighbor 

distance ratio (NNDR) to assign a font type to a query text. 

Simulation results on a database provided by the authors 

and standard databases demonstrated that the proposed 

method achieves higher recognition rates compared to the 

RKEM-SIFT [18], SURF [21] and also recently published 

algorithms. 

The organization of the rest of paper is as follows. In 

Section II, review of literature and research method are 

described. Section III introduces the proposed A.RKEM-

SURF algorithm, adapted to the font detection problem. 

Experimental results and comparisons are presented in 

Section IV. Finally, the paper is concluded in Section V. 

2- Review of Literature and Research Method 

In this section, related works is described briefly, and then 

the RKEM-SIFT algorithm and its problems in font 

detection are investigated. 

2-1- Related Work 

In recent years, there has been an increasing interest in the 

font detection. A considerable amount of literature has 

been published on this issue, some of which are referred to 

in this section. In [6], the statistical analysis of edge pixels 

relationship was used to detect Arabic fonts.  In [9], the 

third and fourth-order moments were used as global 

texture features to recognize eight types of Spanish fonts. 

In [13], the authors proposed Sobel-Roberts gradient in 

sixteen dimensions for feature extraction to detect Farsi 

fonts. To classify fifteen Arabic fonts, the authors of [8] 

used scale-invariant detectors such as SIFT and DOG to 

extract keypoints and used the SIFT descriptor to describe 

the features. In [22], the authors used sixteen channels of 

Gabor filter in four directions and four sizes for feature 

extraction to detect eight types of English fonts and six 

types of Chinese fonts. In [23], Gaussian mixture model 

was used to extract features for detecting ten types of 

Arabic fonts. In [24], correlation coefficients were used to 

extract the features to detect the Farsi fonts. In [25], 

wavelet transform and neural network were used for 

feature extraction and classification respectively, to detect 

Arabic fonts.  In [26], stack and points were used to extract 

features for detecting seven fonts. In [27], the holes in the 

characters and horizontal projection profile of text lines 

were used to extract features in detecting Farsi font. In 

[28], the SIFT algorithm was used to identify and describe 

the features and the matches based on the nearest neighbor 

technique to detect Farsi and Arabic fonts. In [29], 

redundant oriented LBP features were used for features 
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recognition and the nearest neighbor for the classification 

in the process of detecting ten types of Arabic fonts. 

2-2-RKEM-SIFT Algorithm and Its Problems in 

Font Detection 

In this section, the RKEM-SIFT algorithm is described 

briefly, and then the disadvantages of this algorithm in the 

font detection application are reported. 

2-2-1-RKEM-SIFT Algorithm 

The RKEM-SIFT is an improved form of the SIFT 

algorithm; which is used to remove redundant features 

generated by the SIFT algorithm. The feature extraction 

step in this algorithm consists of four phases, respectively 

including: extracting scale-space extrema, improving 

accuracy of localization and eliminating unstable extrema, 

allocating orientation to each generated feature, and 

removing unnecessary keypoints. In the step of removing 

redundant keypoints, it computes the distances between 

the keypoints in each image. Afterwards, for any pair of 

keypoints with a distance less than a pre-determined 

threshold value, one keypoint is deleted and the other one 

is kept for the matching process, according to a 

redundancy index. For more details, we refer the reader to 

[18].  

2-2-2-RKEM-SIFT Algorithm Problems in Font 

Detection 

Despite the high performance of the RKEM-SIFT 

algorithm, experiments of the present study showed that 

this method has some problems in the font detection task. 

The major shortcoming is that the mentioned threshold 

value for the keypoints’ distances should be determined 

experimentally. In choosing the threshold value in the 

RKEM-SIFT, the image type (e.g., natural images, texts 

image, etc.) is not considered as an operational factor.  

Accordingly, some redundant keypoints may not be 

eliminated or some useful ones be removed unwantedly. 

Furthermore, this threshold value is considered the same 

for both the query and training images and the distortion 

between images is not considered. In addition, the RKEM-

SIFT is not suitable for real-time applications. As one of 

the improved versions of the SIFT, the SURF algorithm 

was proposed by Bay [21] in 2006 for the feature matching 

in images. This algorithm has advantages including time 

efficiency, robustness against scale and rotation changes 

and also intensity variations; but it detects several 

redundant keypoints. 

3- Proposed Method 

The proposed font detection process consists of three 

phases, as Fig. 1 shows. At first, the initial features of each 

image (input images, pattern image) are detected using the 

proposed A.RKEM-SURF method and then the descriptors 

are extracted using the SURF algorithm. Finally, the 

matching process is done by the nearest neighbor distance 

ratio criteria. 

 

Fig.1  Block diagram of proposed method for Farsi font detection 
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3-1-Feature Extraction 

In this subsection, the A.RKEM method is proposed and 

then used for the feature extraction. The details are 

described as follows. 

3-1-1-Initial Futures Detection 

At the first step, the scale-space extrema are detected, the 

keypoints are accurately localized and the orientation for 

each keypoint is assigned based on the classical SURF 

algorithm [17].  

3-1-2-Final Futures Detection using the A.RKEM 

Method 

In this step, the A.RKEM method is proposed and used for 

the identification of the final features. The aim is to find 

feature vectors which are too close to each other; then 

remove unnecessary ones and keep the rest. Notice that the 

following stages are performed for each image 

individually. The Manhattan distance between any two 

keypoints (e.g., 
mp and

jp ) is calculated (i.e., ( , )m jd p p ) 

for all the keypoints according to (1) [18]. 

1
( , ) ( ) ( )

l

m j m ji
d p p p i p i


   (1) 

In which, ( )mp i and ( )jp i are the i
th

 coordinate of the 

keypoints
mp  and 

jp , respectively and l  is the length of 

any keypoint vector in the image.  

An integer value
maxn is determined to represent the 

maximum number of threshold integer values (i.e., 

max1,2, ,n ). Now, the following two stages are performed 

for all the
maxn number of threshold values: 

- 1
st
 stage: If the distance of 

mp  to any other keypoint is 

greater than the threshold value n , then 
mp  is kept in 

nR . 

The set 
nR collects those keypoints whose distances to all 

others are greater than n. 

 

max

| ( , ) ; , 1,2, ,

1,2, ,

n m m jR p d p p n m j M

n n

  


 (2) 

In (2), M is the total number of keypoints. 

- 2
nd

 stage: The variance of the set 
nR  is calculated 

according to (3).  
2

maxvar( ) 1,2, ,n nR n n    (3) 

The purpose of this algorithm is selecting the optimal 

threshold value for removing redundant keypoints. It 

deserves to be noticed that the original RKEM sets this 

value experimentally at 3 [18], without considering the 

type or other specifications of the images. To the optimal 

selection aim, the threshold value with minimum variance 

of the keypoints’ distances is selected according to (4). 

The reason is that smaller dispersion of keypoints is due to 

existence of less redundant points.  

2)Optimal Thershold arg min( n  (4) 

If the distance between each two distinct keypoints in the 

image is less than the optimal threshold, the unnecessary 

keypoint should be removed. In this condition, the 

keypoint with higher Redundancy Index (RI), defined in 

(5), is considered redundant and thus removed [18]. 
( ) 1 ( )m mRI p SD p  (5) 

In (5), ( )mSD p  is the summation of the distance values 

between the keypoint 
mp  and all other ones. 

The presented A.RKEM method automatically finds the 

threshold value for each image, independent of the others. 

Accordingly, the image type and distortions are considered 

when adjusting the threshold value. This method leads to 

accurate removal of redundant keypoints and ultimately 

increases the matching accuracy. The A.RKEM is not 

limited to the font detection application, as it can be used 

in any task that SIFT and its variants are applied. 

3-2-Descriptor Extraction 

To carry out the image matching, different descriptors 

could be applied. These descriptors are generally 

categorized into three groups: distribution-based 

descriptors, special frequency techniques-based 

descriptors, and differential descriptors [30]. The 

distribution-based descriptors use histograms to represent 

different appearance characteristics. They are robust 

against geometric aberrations. One main disadvantage of 

these descriptors is that their dimensions are large. Shape 

context, SIFT and its improved versions (e.g., SURF and 

GLOH) are some examples of these descriptors. The 

special frequency techniques-based methods describe the 

frequency content of an image. Fourier transform is one of 

the basic techniques of this group of descriptors that 

breaks an image content down into basic functions. 

However, the spatial relationships between points are not 

clear and the basic functions are unlimited; thus, it is not 

suitable for adapting local approaches. Other examples of 

these descriptors are Gabor and Wavelet filters; which 

overcome the mentioned problems in the Fourier 

transform. But a large number of these filters are needed to 

describe small changes in frequency. Differential 

descriptors use image derivatives for description. Steerable 

and complex filters are two examples of these descriptors. 

Among the above-mentioned methods, the distribution-

based descriptors such as the SIFT, SURF and the GLOH 

have higher matching accuracies than others; while the 

differential descriptors perform the least [31]. 

SURF is an example of the distribution-based descriptors 

that was proposed by Herbert Bay in 2006 [21]. As an 

extended speed-up version of the SIFT, the SURF is both a 

detector and a descriptor. The SURF algorithm consists of 

four stages including (1) keypoints detection, (2) keypoints 

positioning, (3) direction assignment, and (4) descriptors 
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creation for keypoints. SURF descriptor uses integral 

images  in conjunction with Haar wavelet filters in order to 

increase the robustness and decrease computation time 

[21]. Haar wavelets are simple filters which can be used to 

find gradients in the   and   directions. Extracting the 

descriptor can be divided into two distinct steps. The first 

step is to construct a square window around the required 

point. This square window contains the pixels which form 

entries in the descriptor vector and its size is 20 ; where 

σ refers to the scale at which the point was detected. 

Furthermore, the window is oriented along a computed 

direction. Since all subsequent calculations are relative to 

this direction, this direction is important to be found to be 

repeatable under varying conditions. To determine the 

orientation, Haar wavelet responses of size    are 

calculated for a set of pixels within a radius of    of the 

detected point. The specific set of pixels is determined by 

sampling those inside the circle using a step size of  . The 

responses are weighted with a Gaussian function, centered 

at the required point. In keeping with the rest the Gaussian 

is dependent on the scale of the point and chosen to have 

standard deviation equal to     . Once weighted the 

responses are represented as points in vector space, with 

the  - responses along the abscissa and the  -responses 

along the ordinate. The dominant orientation is selected by 

rotating a circle segment covering an angle of 3  around 

the origin. At each position, the   and  -responses within 

the segment are summed and used to form a new vector. 

The longest vector lends its orientation the interest point. 

The descriptor window is divided into     regular sub 

regions. Within each of these sub regions Haar wavelets of 

size    are calculated for 25 regularly distributed sample 

points. If we refer to the   and   wavelet responses by    

and    respectively, then for these 25 sample points, we 

collect the vector , , ,dx dy dx dy       for each sub-

region to create the 64-D descriptor vector. The resulting 

SURF descriptor is invariant to rotation, scale, brightness. 

In this paper, the SURF descriptor is used. After creating 

one descriptor for each feature, matching between the 

target page image descriptor and the training site pages 

images. 

3-3-Matching  

In this paper, the matching operation is performed based 

on the descriptors of each feature. By calculating the 

Euclidean distance between descriptors in both images and 

using an appropriate criterion, matching is done. In 

general, there are three criteria for correct matching 

between descriptors in two images: threshold-based 

matching, nearest-neighbors-based matching, and the 

nearest neighbor distance ratio (NNDR), each of which is 

described in the following [30]. 

• Threshold-based matching: if the distance between the 

descriptors of two keypoints in two images is less than a 

threshold, the two keypoints are matched. This method, 

however, has disadvantages; e.g., a descriptor can have 

several matches. 

• Nearest-neighbor-based matching: two regions A and B 

are matched if the DB descriptor is the closest neighbor to 

DA, and the distance between the two descriptors is less 

than the threshold. Through this method, a descriptor has 

only one match. 

• Nearest-neighbor distance ratio (NNDR): this method is 

similar to the nearest-neighbors-based matching. In this 

method, A and B keypoints are matched if (6) is satisfied 

[31]. 

A B

ED

A C

D D
T

D D





 (6) 

In which, DB is the descriptor of the first nearest neighbor 

to the descriptor DA, and DC is that of the second nearest 

neighbor to DA. If the ratio of ‘the distance between the 

first nearest neighbor to the descriptor’ to ‘the distance of 

the second nearest neighbor to a given one’ is smaller than 

a threshold value TED, the matching is done. The value of 

TED is considered equal to 0.8. Since the matching based 

on the ratio of the first and second nearest neighbor is 

more accurate than other methods, this criterion is used in 

this paper for matching [30]. 

Each pattern page is compared with all the pages in the 

database. The font of the training page with the maximum 

number of matches is assigned to the pattern page. If this 

number for a pattern page is less than a pre-determined 

threshold, the font of that page is not included in the font 

bag of the training database. 

4- Experimental Results 

In this section, we evaluate the performance of the 

proposed A.RKEM-SURF algorithm and compare it with 

the RKEM-SIFT[18] , also the method of  method [28],  

the Sobel–Roberts features in [13] and the SIFT [8]. All 

the experiments are performed on a personal computer 

with a 2.28 GHz Intel Core i7, 16G RAM using the 

MATLAB
® 

2015A software. The database, evaluation 

criteria, and experimental results are presented in the next 

subsections. 

4-1-Databases 

We used four datasets to evaluate the proposed Adaptive 

RKEM-SURF method. The first dataset is provided by the 

authors of this paper via printing and scanning the Farsi 

translation of ‘Le Petit Prince’ (The Little Prince) 

book, written by Antoine de Saint-Exupéry originally in 

French. It contains 46 pages with 425×550 pixels printed 

in 20 different Farsi fonts. Each font is written in four 
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sizes: 6, 10, 14, 18 with four different styles: normal, bold, 

italic and bold-italic. The second dataset includes 1400 

text images. It contains 500 pages printed in 10 different 

Farsi fonts;  each of which is written in sizes 11-16 [13]. 

The third and the fourth databases are the printed/scanned 

versions of the Arabic and English translations of ‘The 

Little Prince’ book, produced by this paper authors.  

4-2-Evaluation Criteria 

Classical evaluation criteria including the recognition rate 

(matching accuracy) and recall according to (7-8) are used 

to evaluate the effectiveness of the font detection methods 

[32]. 
Accuracy TP m  (7) 

Recall TP P  (8) 

In (7-8), TP  is the number of correct matches, P is the 

number of correspondences and m  is the total number of 

matches. If the accuracy and recall are high, the 

performance of the system is acceptable. 

4-3-Setup of Experiments 

Six sets of experiments were performed to evaluate the 

performance of the proposed Adaptive RKEM-SURF 

method. In the first and second sets, the performance on 

different sizes and different styles scenarios were 

evaluated, respectively. In the third set, the performance 

was investigated in both different sizes and styles. In the 

fourth set, comparison with other classical methods such 

as RKEM-SIFT [18], methods of [28],  the  Sobel–Roberts 

features in [13] and  the SIFT [8] were presented.. In the 

fifth set, the performance in multi-language texts was 

evaluated. Finally, to evaluate the performance of the 

proposed A.RKEM-SURF method on images with 

simulated noise was evaluated. 

4-3-1-Experiments on Different Sizes 

In this test, text images with different sizes are used, and 

the performance of the proposed A.RKEM-SURF method 

is assessed. Fig. 2 and Table 1 validated that the effect of 

applying the proposed A.RKEM-SURF method is 

appropriate in the font detection application, according to 

the high rates of the recognition (accuracy) and the recall 

criteria.  

4-3-2-Experiments on Different Styles 

In this experiment, text images with different styles are 

used, and the performance of the A.RKEM-SURF is 

compared with the RKEM-SIFT. The results shown in 

Table 2 confirm than the performance of the proposed 

A.RKEM-SURF method is high in detecting the fonts for 

texts with different styles. 

4-3-3-Experiments on Different Sizes and Styles 

In this test, we used images with different sizes and styles 

to evaluate the performance of the proposed font detection 

method. The results of this test are shown in Fig. 3; from 

which, it is easy to conclude that the proposed A.RKEM 

SURF works well on images with different sizes and 

styles. 

4-3-4-Comparison to other Methods 

An experiment was conducted to compare the performance 

of the proposed font-detection method with other classical 

methods, such as [8], [13], and [28]. The results are 

reported in Table 3, which show that the proposed 

A.RKEM-SURF method outperformed the methods of [8] 

and [13], in term of the recognition rate. Although the 

proposed method achieved the accuracy value same as that 

of [28]; it was faster as the last column demonstrates. 

 

 
(a) 

 
(b) 

Fig. 2  Font detection using the proposed method for texts with different sizes. (a) texts with sizes (10,18), (b) texts with sizes (14,18). The first/second 

number in the parenthesis represents the size of the text characters in the pattern/database image. 

Table 1: Font detection results on text images with different sizes. 

Sizes Method Recall (%) Accuracy (%) 

(6,10) 
RKEM-SIFT 94.6 98.2 

A.RKEM-SURF 97 99.5 

(6,18) 
RKEM-SIFT 83.15 89.3 

A.RKEM-SURF 92.7 97.7 

(10,14) 
RKEM-SIFT 78 87.7 

A.RKEM-SURF 88.1 95.8 

(10,18) 
RKEM-SIFT 72.65 85.1 

A.RKEM-SURF 85.42 94.6 

(14,18) 
RKEM-SIFT 68.09 84.2 

A.RKEM-SURF 80.6 93.2 
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Table 2: performance comparison in different styles scenario.  

Sizes Method 
Recall 

(%) 

Accuracy 

(%) 

Run time 
(s) 

Normal 
RKEM-SIFT 91.03 100 14.62 

A.RKEM-

SURF 
98.78 100    10.45 

Italic 
RKEM-SIFT 90 99.9 13.81 

A.RKEM-

SURF 
95.43 100 11.94 

Bold 
RKEM-SIFT 86.52 100 16.43 

A.RKEM-

SURF 
92 100 13.07 

Bold-

Italic 

RKEM-SIFT 75.18 97.6 18.72 
A.RKEM-

SURF 
89.32 99.2 15.61 

Table 3: Comparison of the proposed method with some others 

Method 
Number 

of fonts 

Recognition 

rate 

Required time 

per sample (ms) 

[8] 15 99.5 4.02 

[13] 10 94 3.78 

[28] 20 100 3.25 

A.RKEM-SURF 20 100 2.14 

Table 4: Recognition rates for texts written in English and Arabic 

Language Method Accuracy (%) 

English A.RKEM-SURF 100 

Arabic 
Method of [8] 98.1 

A.RKEM-SURF 100 

 

 

Fig. 3  Overall recognition rate in images with different sizes and styles 

 

 

Fig. 4  Comparison of font detection rate on images contaminated by 

additive Gaussian noise with one mean and different variances. 

4-3-5-Experiments on other Languages 

In this test, the performance of the proposed method in 

detecting fonts of texts written in English and Arabic is 

assessed. The results are shown in Table 4, which show 

that the proposed A.RKEM-SURF method works well in 

the font detection task for English and Arabic texts. Also, 

this method performs better than the method [8]. 

4-3-6-Experiments on Images with Simulated Noise 

In this test, to evaluate the performance of the A.RKEM-

SURF method on noisy images, Gaussian noise with a 

mean of one and a variance between zero to one is added 

to the text images with ten types of fonts. This test is 

important since images are usually taken using low quality 

scanners. The results are shown in Fig. 4. It is easy to infer 

that the font detection rate in both compared methods 

decreases with the increase of the noise variance. Yet, the 

accuracy of the A.RKEM-SURF method is higher than 

that of the method of [13]. This indicates the appropriate 

functioning of the proposed A.RKEM-SURF method 

against noise. 

5- Conclusion  

Farsi language has challenging characteristics for OCR 

that elevates the need for the FOFR. Font detection is an 

essential step in the OCR systems. Thus, one main phase 

of recognizing Farsi characters is to detect the Farsi font of 

the written text. In this paper, a new three-step algorithm is 

presented for the purpose. The A.RKEM-SURF is 

introduced and used for the feature extraction step. Then 

SURF is used as the descriptor and NNDR is utilized for 

the matching step. The simulation results of the proposed 

method show a promising performance in the font 

detection task. Not only very good recognition rates are 

obtained in general, but also particular fonts (e.g. 

Tabassom) which are known to be weak points for other 

FOFR methods, are successfully identified. Additionally, 
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the proposed method was shown to work well in 

recognizing fonts in texts written in English and Arabic. 
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Abstract  
Cardiac resynchronization therapy (CRT) improves cardiac function in patients with heart failure (HF), and the result of 

this treatment is decrease in death rate and improving quality of life for patients. This research is aimed at predicting CRT 

response for the prognosis of patients with heart failure under CRT. According to international instructions, in the case of 

approval of QRS prolongation and decrease in ejection fraction (EF), the patient is recognized as a candidate of implanting 

recognition device. However, regarding many intervening and effective factors, decision making can be done based on 

more variables. Computer-based decision-making systems especially machine learning (ML) are considered as a promising 

method regarding their significant background in medical prediction. Collective intelligence approaches such as particles 

swarm optimization (PSO) algorithm are used for determining the priorities of medical decision-making variables. This 

investigation was done on 209 patients and the data was collected over 12 months. In HESHMAT CRT center, 17.7% of 

patients did not respond to treatment. Recognizing the dominant parameters through combining machine recognition and 

physician’s viewpoint, and introducing back-propagation of error neural network algorithm in order to decrease 

classification error are the most important achievements of this research. In this research, an analytical set of individual,  

clinical, and laboratory variables, echocardiography, and electrocardiography (ECG) are proposed with patients’ response 

to CRT. Prediction of the response after CRT becomes possible by the support of a set of tools, algorithms, and variables. 

 

Keywords: Cardiac resynchronization therapy; Neural Networks; Particle swarm optimization; HESHMAT_CRT dataset; 

Machine Learning. 
 

1- Introduction 

The unsuccessful function of the heart can result from 

different causes such as vascular occlusion and high blood 

pressure, and this problem is referred to as heart failure 

(HF). In this condition, cardiac muscle is not able to pump 

enough blood in the body [1]. Arrhythmia is a disorder of 

heartbeat rhythm. This disorder makes the heart unable to 

effectively pump blood all over the body and patients with 

arrhythmia usually experience the symptoms of rapid and 

slow heartbeat [2]. Patients with HF and arrhythmia may 

be appropriate candidates for CRT [3]. In addition to 

improvement of cardiac output in a short time, it helps to 

increase patients’ lifetime and decrease of HF 

hospitalization cases [4]. Doctors’ suggestions may be 

different depending on their observation of the patient’s 

condition, and the results of selecting candidate patients in 

the past do not seem to be good. 

Many risks can occur during the CRT process and there 

might be various side effects [5]. The majority of patients 

(35-40%) do not respond to CRT due to unknown causes 
[6], and it has a negative effect on function and efficiency 

of this treatment for HF patients [7]. The research idea is 

about proposing a new feature vector and creating a 

pattern detection solution for identifying appropriate 

candidates for CRT with high accuracy. It can increase the 

rate of response to CRT and practically decrease the rate 
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of no response. Machine learning is a powerful 

computation method that can provide the possibility of a 

better description of effective parameters. Decision 

support tools are developed for the prediction of clinical 

results and create better decisions for similar cases of 

patients [8]. The possibility of prediction based on 

intelligent algorithms is a step forward to identifying 

candidates for CRT. These operations are non-invasive 

and used for optimizing the treatment process, and they 

can significantly help doctors provided that they are 

properly operated [9]. After the implant, there are very few 

and sometimes impossible ways to overcome the cases of 

no response [10]. The process of machine learning-based 

prediction requires using the collected medical data [11]. 

In order to create analysis features in most of the datasets 

relevant to the research topic, three methods are used 

including (1) extracting feature from cardiac imaging [12], 

(2) a combination of the features extracted from ECG and 

the patient’s laboratory data [13, 8], and (3) combining an 

important parameter such as (NYHA) classification 

function and analysis of medical examinations with other 

techniques such as natural language processing (NLP) [14], 

or using QRS variable international suggestions [15]. The 

research data set consists of 67 independent attributes and 

1 dependent attribute. Independent characteristics were 

obtained according to the patient's medical record, 

laboratory results, imaging, and independent 

characteristics were obtained according to postoperative 

results. 

The main purpose of this study is to introduce a set of 

cardiac synchronization therapy data, identify patients 

suitable for treatment with machine learning algorithms, 

determine the role of important features and their 

priorities. The determination of effective features by the 

medical doctor is collected from the feature vector, the 

prioritization of features by intelligent algorithms, and 

their effective role in obtaining a better classification 

answer are discussed. 

In the following, related works on the analysis of CRT 

patients are reviewed. All the researches have been 

performed aimed at proposing a method for making HF 

treatment efficient. Various researches have addressed the 

results by predictors [16, 8, 10, 17]. The research [18] 

investigated the relationship between the variables aimed 

at improving prediction of CRT response, and the research 

[19] investigated the analysis of data after optimizing the 

device and setting the device in different locations. In the 

researches [20, 9, 21, 22], the effect of other cardiac 

factors in patients under CRT was investigated. Some 

studies such as [23] provided statistical reports of the 

related works and so, helped to prepare a new dataset. In 

spite of the same instructions, [24] indicates that CRT is 

not still fully used everywhere. Regarding the datasets of 

previous works, we can mention [21] with 25 features and 

54 samples, [25] with 18 features and 428 samples, [26] 

with 25 features and 679 samples, [27] with 32 features 

and 23 samples, and [8] with 45 features and 595 samples 

for predicting CRT condition. The three studies of [8, 10, 

27] used machine learning for selecting CRT candidate 

patients. In the research [8], the effective variables were 

analyzed based on four quartiles. These charts were 

composed of two variables of LBBB and QRS. The 

variable QRS was defined at two states of QRS ≥ 150 ms 

and QRS ˂ 150 ms, and LBBB was defined in a binary 

manner. Efficiency of the random forest (RF) algorithm 

was evaluated by reviewing the classifiers. Since the 

collected data including class variables have different 

levels, and determination of importance and priority of 

features by RF algorithm is not reliable, increasing and 

decreasing the samples in [8] resulted in many changes in 

classification error. On the other hand, with the existence 

of unknown parameters in the provided dataset that can 

play the role of noise, using the RF algorithm will cause 

over-fitting (OF). However, the research method classifies 

QRS variable in three levels of short, medium, and long. 

Back-propagation of error neural network model is 

prioritized is used for decreasing implementation 

classification error and the variables selected by the doctor 

are prioritized by PSO algorithm. The results will show 

that neural models such as backpropagation of error neural 

network and Learning Vector Quantization compared to 

other machine learning algorithms such as Naive Bayes 

(NB), support vector machine (SVM), random forest (RF), 

k-Nearest Neighbors has higher efficiency on research data 

sets. Also, 7 out of 9 features by the medical doctor were 

prioritized. 

The following sections of the paper are organized as the 

following. First, the general properties of the research 

dataset, features, and primary pre-processing are described 

by transformation and discretization, and the research 

method is explained for the implementation of the dataset. 

The results are discussed by evaluating the algorithms and 

conclusion of the research is presented. Also, some 

suggestions are proposed for developing decision making 

systems for working on the present dataset. 
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2- Medical dataset 

The data was collected by individual, laboratory, clinical, 

electrocardiogram, and echocardiography. The limited 

number of surgeries in treatment centers (Heshmat 

Hospital of Rasht), no access to the patients after the 

surgery, the need to a specialist for reviewing the medical 

files, and incompleteness of the files are some of the data 

collection constraints. Feature extraction was done by 

using a questionnaire before and after implanting CRT 

device, medical examinations, blood sampling, ECG 

observations, and echocardiography. Table (1) presents a 

full description of the extracted features. The research 

dataset includes 209 cardiac patients gotten CRT-D 

implant. 38 people did not respond to the treatment and 

171 people indicated a positive response. Some of the 

personal information of patients was excluded for security 

considerations and also, some of the deficient and 

calculable were removed. The main features and their 

range are specified in Table (1). 

Table 1: The features extracted for prediction of CRT response 

Type Feature Name Range 

R
eg

is
te

r 

File Number - 

Patient Name - 

Patient contact number - 

Companion patient ‘s contact 
number 

- 

Surgical Date - 

Doctor's name - 

D
em

o
g

ra
p

h
ic

 

Age 25-86 

Sex 
1=Male, 

2=Female 

DM (Diabetes Mellitus) Yes, No 

HTN (Hyper Tension) Yes, No 

Current Smoker Yes, No 

Ex-Smoker Yes, No 

FH (Family History) Yes, No 

CRF (Chronic Renal Failure) Yes, No 

CVA (Cerebrovascular Accident) Yes, No 

CABG(Coronary artery bypass 
surgery) 

Yes, No 

Airway Disease Yes, No 

Type Feature Name Range 

Thyroid Disease Yes, No 

CHF (Congestive Heart Failure) Yes, No 

DLP (Dyslipidemia) Yes, No 

S
y

m
p

to
m

 a
n

d
 E

x
am

in
at

io
n

 

BP (Blood Pressure: mmHg) 90-190 

Edema Yes, No 

Weak peripheral pulse Yes, No 

Lung Rales Yes, No 

Systolic murmur Yes, No 

Diastolic murmur Yes, No 

Typical Chest Pain Yes, No 

Dyspnea Yes, No 

NYHA (New York Heart 
Association Function Class) 

1, 2, 3, 4 

Atypical Yes, No 

Nonanginal CP Yes, No 

Exertional CP (Exertional Chest 
Pain) 

Yes, No 

Low Th Ang (low Threshold 
angina) 

Yes, No 

L
ab

o
ra

to
ry

 

FBS (Fasting Blood Sugar) (mg/dl) 62- 400 

Cr (creatine) (mg/dl) 0.5- 2.2 

TG (Triglyceride) (mg/dl) 37- 1050 

Total chol - 

LDL (Low density lipoprotein) 
(mg/dl) 

18- 232 

HDL (High density lipoprotein) 
(mg/dl) 

15- 111 

BUN (Blood Urea Nitrogen) 
(mg/dl) 

6- 52 

ESR (Erythrocyte Sedimentation 
rate) (mm/h) 

1- 90 

HB (Hemoglobin) (g/dl) 8.9- 17.6 

K (Potassium) (mEq/lit) 3.0- 6.6 

Na (Sodium) (mEq/lit) 128- 156 

WBC (White Blood Cell) 
(cells/ml) 

3700- 18000 

CKMB - 

Troponin - 

Lymph (Lymphocyte) (%) 7- 60 
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Type Feature Name Range 

Neut (Neutrophil) (%) 32- 89 

PLT (Platelet) (1000/ml) 25- 742 

E
C

G
 &

 E
ch

o
 

Rhythm Sin, AF 

Q Wave Yes, No 

HR 50-110 

PR Interval - 

QT Interval - 

QRS Duration - 

Fragment Yes, No 

Number of fragment 0-8 

ST Elevation Yes, No 

ST Depression Yes, No 

T inversion Yes, No 

LVH (Left Ventricular 
Hypertrophy) 

Yes, No 

Poor R Progression(Poor R Wave 
Progression) 

Yes, No 

LV EF (left ventricular ejection 
fraction) (%) 

Number 

AI (Normal,mild,moderate,severe) 1-4 

MR 
(Normal,mild,moderate,severe) 

1-4 

 Device Type - 

Result CRT Response Yes, No 

 

In the present dataset, there are many features that provide 

useful information by discretization. Discretization is done 

based on standard medical ranges and other methods such 

as class entropy, bucketing, range frequency-varying 

domain, numbers distance determination, and clustering. 

Table (2) presents the method of discretization of general 

and laboratory features. General features refer to the 

features related to symptoms, examination, and 

demography. The most important variables of the final 

feature vector for prediction of CRT response are resulted 

from ECG and the patient’s echocardiography. 

 

 

Table 2: Discretization of general and laboratory features 

Feature Low Normal High 

Cr2 Cr < 0.7 0.7 ≤ Cr ≤ 1.5 Cr > 1.5 

FBS2 FBS < 70 70 ≤ FBS ≤ 105 FBS > 105 

LDL2  LDL ≤ 130 LDL > 130 

HDL2 HDL < 35 HDL ≥ 35 - 

BUN2 BUN < 7 7 ≤ BUN ≤ 20 BUN > 20 

ESR2 - 

if male & 
ESR ≤ Age/2 

or 
if female & 

ESR ≤ Age/2+5 

if male & 
ESR > Age/2 

or 
if female & 

ESR > 
Age/2+5 

Hb2 

if male & 
Hb < 14 

Or If female 
& 

Hb < 12.5 

if male & 
14 ≤ Hb ≤ 17 

Or if female & 
12.5 ≤ Hb ≤ 15 

if male & 
Hb > 17 

Or if female 
& 

Hb > 15 

K2 K < 3.8 3.8 ≤ K ≤ 5.6 K > 5.6 

Na2 Na < 136 136 ≤ Na ≤ 146 Na > 146 

WBC2 
WBC < 

4000 
4000 ≤ WBC ≤ 

11000 
WBC > 
11000 

PLT2 PLT < 150 150 ≤ PLT ≤ 450 PLT > 450 

EF2 EF ≤ 50 EF > 50 - 

Age2 - 

if male & 
Age ≤ 45 

or if female & 
Age ≤ 55 

if male & 
Age > 45 

Or if female 
& 

Age > 55 

BP2 BP < 90 90 ≤ BP ≤ 120 BP > 120 

PR2 PR < 60 60 ≤ PR ≤ 100 PR > 100 

Neut 2 - Neut ≤ 65 Neut > 65 

TG2 - TG ≤ 200 TG > 200 

Function 
Class2 

- 1 2,3,4 

HR2 HR < 60 60 ≤ HR ≤ 100 HR > 100 

Total 
chol2 

200 ≤ Total 
chol ≤ 240 
is desirable 

Total chol<200 
Total chol > 

240 

Lymph2 
Lymph < 

20 
20 ≤ Lymph ≤ 40 Lymph > 40 
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Table (3) and Table (4) present the discretization of 

some of the most important features obtained from ECG 

that decrease the data.  

Table 3: Discretization of ECG features 

Feature Short Normal Long 

PR 
Interval

2 

PR 
Interval 
<0.12 

0.12 ≤ PR Interval≤ 
0.20 

PR 
Interval 
>0.20 

QT 
Interval

2 

QT 
Interval 
<0.35 

0.35 ≤ QT Interval≤ 
0.45 

QT 
Interval 
>0.45 

Table 4: Discretization of QRS feature 

Feature Narrow Normal Wide 

QRS2 QRS <0.08 0.08 ≤ QRS ≤ 0.12 QRS >0.12 

3- Method 

Extraction of effective features for classifying the risk of 

patients under CRT is important for improving CRT 

response. This research is aimed at evaluating the 

prediction of CRT response by analysis of clinical, 

laboratory, and ECG data. The most important measures in 

this research are using the most well-known machine 

learning algorithms for creating a prediction model and 

proposing a comparative method for optimal classification 

on the proposed feature vector. Fig. (1) presents the overall 

phases of the research for prediction of CRT response in 

patients, prioritizing the variables from the experts’ 

viewpoints, and their effectiveness in prediction. 

 

Fig. 1: Overall research method for recognizing the priorities of 

prediction variables 

In the preprocessing section, three operations of 

transformation, discretization, and imputation are 

performed to improve the input data. The transformation 

operation transforms some qualitative attributes into 

quantitative ones. For example, the Device_Type attribute 

has two types of CRT-P and CRT-D, or the Rhythm 

attribute has two types of AF and Sin, which can take zero 

and one value, respectively. Quantification provides the 

conditions for the use of many machine learning 

algorithms. In discretization, the goal is to reduce data. 

Many variables have large numerical dispersions that 

reduce the efficiency of the classifier in detection. By 

discretizing the attributes based on the medical doctor’s 

knowledge, more favorable conditions can be created 

based on clinical trial intervals in decision making for the 

classifier. The aim is to reduce the data and easier decision 

making for the algorithm. The predictive imputation 

process can prevent presenting sets with lost data. In this 

dataset, very little data is lost due to incomplete patient 

records. The results of the predicted imputation were 

evaluated based on the patient’s other data with the 

supervision of a medical doctor. The imputation process 

was performed by prediction by the K-Nearest Neighbor 

(K-NN) algorithm with one neighborhood. The subject of 

the number of neighborhoods in producing a logical 

answer was examined from the perspective of a medical 

doctor. It revealed that the higher number of 

neighborhoods provide inappropriate answers for 

prediction due to the distance of neighbors from the 

studied samples. 

3-1- Backpropagation  of  Error Neural Network 

In the following sections, the most important used 

algorithms are briefly introduced and then, the method of 

calculating efficiency is described. The architecture of the 

back propagation neural networks (BP-NN) is the most 

popular model for complex and multilayer networks. The 

training process is usually done by delta rule that starts 

with the calculated difference between the real outputs and 

the desired outputs. The neural network determines the 

primary prediction by using Eq. (1), and in the case of 

        , the weights become updated based on the 

error value [28].  

(1)       ∑  

 

   

    

In this study, a multilayer perceptron back propagation 

neural network with a hidden layer was presented. Since 
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some features lacked information and some features were 

not computational, they were removed from the set for 

analysis. 61 features were given to the neural network 

input and 34 nodes were considered as hidden layer nodes 

for greater productivity. This number has been set based 

on the logic of adequate accuracy and fewer nodes in the 

hidden layer. At the beginning of the experiment, the 

hidden layer nodes were equal to 61 nodes and the number 

34 was selected with different iterations, which the 

algorithm offers better speed without reducing the 

classification accuracy. At the network output, two nodes 

were placed to determine the status of cardiac 

synchronization treatment which the prediction results are 

determined based on the reliability of each output node. 

3-2- Particle Swarm Optimization (PSO) 

Particle swarm optimization begins with a random 

initialization to particles population. These particles show 

the dataset properties of the research. The value of each 

property is random to adjust the initial position of the 

particle while the initial particle velocity is set to zero. The 

particle density should not exceed the maximum value of 

each property of the sample dataset. After initialization, 

each particle is evaluated with an evaluator function to 

find the value of pbest. From the value of pbest obtained, a 

value is selected as the best value of gbest. Then, the 

velocity and position of each particle are updated using 

Equation 2 and Equation 3. 

(2) 
                           

             

(3)                     

Here v is the velocity, x is the particle position, c is the 

learning rate, and r is a random number between zero and 

one and    (  -1) inertia, which forces the particle to move 

in the same direction as before. c 2 2 (   -   ) is a social 

expression that forces particles to move to the best position 

of all particles. The evaluation process by proportional 

function, position, and density update is performed as an 

iterative operation until the expected termination 

conditions are met. If the evaluation performance tends to 

improve very slightly, convergence is obtained whose 

output is a weight value for each property. In fact, the 

higher weight indicates the effect of the property to 

achieve a better position of the particle [29]. In the 

research method, the obtained weights are used to 

prioritize the vector recommended by the medical doctor. 

3-3- Measuring Efficiency 

Accuracy of a classifier is the probability of accurate 

prediction of the class of samples without a label. The 

experimental samples for prediction of CRT response are 

classified in one of the four variables below; in other 

words, accuracy criteria for binary classification can be 

explained in four categories: 

 TP or positive true is the number of patients who 

faced with no CRT response in a true class.  

 TN or true negative is the number of patients who 

responded to CRT in true class.  

 FP or false positive is the number of patients who 

faced with no CRT response in a false class. 

 FN or false negative is the number of patients 

who responded to CRT in a false class.  

Classifier sensitivity or inclusiveness is determined by true 

positive division into the total positive true and false 

negative samples. Eq. (4) presents the percentage of 

reliability of no CRT response.  

(4)              
  

     
 

However, a specificity that is a kind of accuracy is 

determined by dividing true negatives by the total true 

negative and false positive samples. Actually, Eq. (5) 

indicates the way of determining the appropriate cases of 

CRT response.  

(5)             
  

     
 

The ability of accurate detection of patients needing and 

not needing CRT to become possible by accuracy metric. 

In order to evaluate the accuracy, the ratio of all the true 

predictions of response and no response to the total 

prediction is considered. Eq. (6) indicates this ratio.  

(6)           
     

           
 

For measuring F-measure, F score, or F1 score, a harmonic 

average of two scores multiplied with two is defined that is 

proposed for the balance of sensitivity and specificity. Eq. 

(7) indicates the calculation of the F score.  

(7)      
                      

                      
 

K-fold cross-validation (KCV) is a technique for precise 

evaluation in which, the created model is applied on 

rotated test sets for k times. In the proposed method, the k 

value is considered equal to 10. Measuring precision 

affects model selection. 
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4- Experimental Results 

In this section, five machine learning algorithms are 

applied for prediction of the condition after implanting the 

device. Each of these algorithms will have different 

performance in pattern recognition and they will provide 

different predictions of CRT response or no response. 

4-1- The Results of The Primary Classification 

The tested algorithms include NB classifier, SVM, random 

forest, K-NN, and neural network algorithm. Since no 

CRT response is determined as the positive class, 

improvement of the total accuracy of classification mainly 

depends on the accuracy of the negative class. In order to 

get the highest classification accuracy, algorithms try to 

maximize the accuracy of this class and it will lead to a 

decrease in the accuracy of the positive class. Random 

Forest has the highest sensitivity rate, but it cannot have a 

high rate of accuracy due to low specificity. Three 

algorithms of neural network, support vector machine, and 

k-nearest neighbors have respectively the highest 

specificity. These three algorithms present the specificity 

criteria in a close range. So, they play a determinative role 

in selecting a better algorithm. Neural network provides a 

more optimal condition due to having the highest 

specificity compared with the other two algorithms. The 

low F-measure indicates the low sensitivity of the 

algorithms and it suggests that prediction of no CRT 

response has a low rate in the research dataset. Although 

high specificity indicates the quality of prediction in 

recognition of positive CRT response after total accuracy 

F-measure should be carefully investigated for comparing 

efficiency rates. In the primary test, a decision tree was 

selected, but a classifier similar to the random forest was 

replaced for that due to lack of sensitivity. In the primary 

evaluation, Table (5) presents the efficiency of error back 

propagation neural networks (BP-NN). 

Table 5: The results of classifying the five algorithms in terms of CRT 

response 

Performance NB K-NN 
BP-

NN 
SVM RF 

Accuracy 69.36 71.73 73.24 66.54 68.9 

F-Measure 17.95 19.22 9.68 12.5 19.75 

Sensitivity 18.93 18.93 8.21 13.93 21.79 

Specificity 80.32 83.13 87.24 78.05 79.14 

4-2- Achieving a Higher Performance 

With regard to the results of comparing the algorithms, it 

can be expected that parameter optimization of neural 

network models causes higher efficiency in the 

classification process. In the following of the test, two 

further neural networks including single layer perceptron 

and learning vector quantization neural network (NN-

LVQ) were compared. Fig. (2) indicates that BP-NN 

parametric optimization significantly improves the total 

accuracy of detection. However, consequences of this 

optimization lead to a decrease in sensitivity. The genetic 

algorithm produces the initial population by producing 

different chromosomes from different parameters of the 

neural network algorithm. The proportional function 

evaluates the dataset based on the parameters of each 

chromosome. Selected chromosomes are passed on to the 

next generation and in the next generation, new 

compounds are made using crossovers. In this study, the 

mutation is not used to produce compounds. Ten percent 

of each generation's choices have been passed on to the 

next generation, and in 90 percent the intersections have 

been used. Finally, if there is no improvement in 3 

generations or continuity for up to 50 generations, the exit 

from the algorithm will be done and the chromosome will 

show the optimal parameters of the algorithm with the 

highest accuracy of classification. Ultimately, if there is no 

improvement in 3 generations or continuity for up to 50 

generations, the exit from the algorithm will be done and 

the chromosome with the highest accuracy of classification 

will show the optimal parameters of the algorithm.  

 

Fig. 2: The results of improvement of classification by neural network 

models 

The two parameters of learning rate (0.561) and 

momentum (0.923) of the neural network were improved 

when being trained by genetic algorithm. Also, the other 
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two parameters of epoch number (1000) and error epsilon 

were set manually. 

All the models of neural network indicated more optimal 

conditions than the studied machine learning algorithms. 

Therefore, more improvement in neural network models 

can be expected. Through separating a subset of the no 

response samples with the minimum number of samples 

from a different class, an appropriate model can be created 

for better recognition of this class by using BP-NN 

algorithm. Determining the effect of the variable in the 

prediction of CRT response on 9 important features from 

the doctor’s viewpoint can indicate the priority of selecting 

the features as an optimization operation. Two features in 

the subset of the selected features do not have information 

gain (IG). So according to Table (6), the analysis continues 

without considering CHF. 

Higher weights do not necessarily refer to the effect of a 

feature on prediction. However, zero weight refers to a 

lack of information variety for decision making. Creating 

various combinations of features by particle swarm 

optimization (PSO) algorithm and using 8 features can be 

an effective solution for recognizing the effect of 

variables. PSO algorithm was used for general 

minimization and weighting the features. First, the 

algorithm randomly created a group of particles. Then, it 

searched for the optimal solution by updating generations. 

Two possible local and global locations of the particle are 

effective in updating particles. 

Table 6: Weighting the features with information gain (IG) 

Attribute Weight Select 

CHF 0 N 

Lung_rales 7.80E-04 Y 

QRS_Duration2 2.11E-03 Y 

Dyspnea 5.44E-03 Y 

Cr2 6.79E-03 Y 

Function_Class 9.13E-03 Y 

BUN2 1.01E-02 Y 

LV_EF2 1.23E-02 Y 

Number_of_fragment 1.24E-02 Y 

 

BP-NN classifier was selected as the fitness function with 

optimal parameters, the population of 50, the generation 

number of 100, and the exclusion condition in the case of 

no improvement was considered equal to 2. Fig. (3), 

presents the results of weighting and the importance of 

each feature related to CRT response. 

 

Fig. 3: Prioritization of variables based on the influence coefficient of the 

PSO algorithm 

So, feature weighting method is about searching for the 

weight of a feature by PSO in order to specify its effect on 

output results. 

4-3- Discussion 

After selecting the CRT candidate patients, there are many 

challenges and problems before a successful treatment. In 

HF patients, CRT improves the quality of life and 

decreases the death rate. However, making a decision 

about different issues such as CRT heart pacemaker [30], 

and post-surgery suggestions [31] are effective in the 

improvement of treatment. Classification process provides 

the possibility of predicting CRT response before 

treatment of a patient in a probabilistic manner. Among 

the studied algorithms, neural network models indicated a 

higher efficiency. By setting the parameters for reaching a 

higher precision in NN training, it was found that the 

maximum increase in specificity leads to a maximum 

decrease in sensitivity and consequently, decreases of F-

measure. So, the major technical challenge of this dataset 

is improving sensitivity without decrease of the total 

precision. In this paper, the PSO algorithm that is one of 

the collective intelligence algorithms was used for 

prioritizing the variables. Among the 8 important features 

selected by the doctor, Lung rales and Dyspnea were the 

most effective features. Since most of the patients faced 

with no response, they were considered as CHF=1; also 

since the number of fragments was predictable regarding 

the existence of other independent variables, they were 

less important than other features in decision making. 
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5- Conclusions 

In this paper, we have presented two goals of a selection of 

appropriate candidates for CRT and machine prioritization 

of the feature vector limited by the doctor. In the 

evaluation of the 9 variables considered important by the 

doctor in making a decision about prediction, prioritizes of 

8 features were determined by the PSO algorithm. The two 

variables of Lung rales and Dyspnea have the highest 

effectiveness in the prediction of no CRT response. The 

improvement in class separability resulted in a significant 

increase in individual class accuracy achieved by the ANN 

classifier, and an overall accuracy of 82.78% was reached. 

The future efforts will be aimed at evaluating the 

efficiency and the smaller feature vector and solving the 

problem of low sensitivity in the prediction of CRT 

response. According to the comparison of the proposed 

machine learning algorithms and advantages of neural 

network models in classifying the research dataset, and 

also regarding the possibility of extending neural network 

models and optimizing the various parameters of the 

neural network, it can be concluded that development of 

neural network models can be promising. 
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