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Abstract  
Nowadays, with the advancement of database information technology, databases has led to large-scale distributed 

databases.  According to this study, database management systems are improved and optimized so that they provide 

responses to customer questions with lower cost. Query processing in database management systems is one of the important 

topics that grabs attentions. Until now, many techniques have been implemented for query processing in database system. 

The purpose of these methods is to optimize query processing in the database. The main topics that is interested in query 

processing in the database makes run-time adjustments of processing or summarizing topics by using the new approaches. 

The aim of this research is to optimize processing in the database by using adaptive methods. Ant Colony Algorithm (ACO) 

is used for solving optimization problems. ACO relies on the created pheromone to select the optimal solution. In this 

article, in order to make adaptive hybrid query processing. The proposed algorithm is fundamentally divided into three 

parts: separator, replacement policy, and query similarity detector. In order to improve the optimization and frequent 

adaption and correct selection in queries, the Ant Colony Algorithm has been applied in this research. In this algorithm, 

based on Versatility (adaptability) scheduling, Queries sent to the database have been attempted be collected. The 

simulation results of this method demonstrate that reduce spending time in the database. According to the proposed 

algorithm, one of the advantages of this method is to identify frequent queries in high traffic times and minimize the time 

and the execution time. This optimization method reduces the system load during high traffic load times for adaptive query 

Processing and generally reduces the execution runtime and aiming to minimize cost. The rate of reduction of query cost in 

the database with this method is 2.7%. Due to the versatility of high-cost queries, this improvement is manifested in high 

traffic times. In the future Studies, by adapting new system development methods, distributed databases can be optimized. 
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1- Introduction 

Query processing is the technique of data transmissions 

in a database system. The efficiency of a database depends 

on the technique used by it to obtain and retrieve data. 

usually, the database must have the ability to respond to 

the queries of the users and provide information [1]. In 

fact, the main part of database-management system is 

query processing and optimizing it [1]. Several methods 

have been presented to optimize query processing in the 

database nowadays. Some of these methods have proposed 

proper solutions for optimizing the queries and running 

relational, textual, and Xml data [2]. 

The main reason for this need is the essential need to 

optimize queries. When optimization queries made with 

Selinger-Style (Application systems database) failed, the 

obtained outcomes (system chaos and creation of new 

algorithms) struck a blow for large companies' increase of 

research in the comparative features of their database 

products [3]. 

Ant Colony optimization algorithm was presented by 

Dorigo et al. for the first time for difficult issues of 

theoretical optimizing of the traveling salesman. So far, 

this algorithm has been used for optimization problems, 

such as traveling salesman, balanced scheduling in 

networks, various data mining techniques such as 

clustering, and so on [4]. 

The Ant Colony algorithm is inspired by studies and 

observations on Ant colonies [5,6]. These studies have 
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shown that Ants are social insects that live in colonies and 

their behavior is more towards the survival of the Colony 

than towards the survival of a part of it. One of the most 

important and interesting behavior of Ants is their 

behavior to find food and especially how to find the 

shortest path between food sources and nest [7, 8]. 

This type of behavior of Ants has a kind of mass 

intelligence that has recently attracted the attention of 

scientists [9,10]. In the real world, Ants first randomly go 

back and forth to find food [11]. Then they return to the 

nest and leave a trail of pheromone. Such traces turn white 

after rain and are visible. When other Ants find this path, 

they sometimes stop roaming and follow it. Then, if they 

get food, they return home and leave another mark next to 

the previous one; And in other words, they strengthen the 

previous path [12,13]. The pheromone evaporates over 

time, which is useful in three ways [15,16]: 

• Makes the path less attractive for subsequent Ants. 

Since an Ant in a long-time travel more and 

reinforces shorter paths, any path between home 

and food that is shorter (better) is reinforced more 

and the one that is farther is less. 

• If the pheromone did not evaporate at all, the paths 

that were traveled multiple times would become so 

over-attractive that they would greatly limit random 

foraging. 

• When the food at the end of an attractive path runs 

out, the trace remains. 

Figure 1 shows these ways [17]. In this figure, for example, 

different ways of getting from the origin to the destination 

and back are shown. These paths have been improved over 

time and based on the routing Algorithm of Ants, and the 

short path in the three parts of the image has been selected 

in red color. 

Therefore, when an Ant finds a short (good) path from 

home to food, the rest of the Ants will most likely follow 

the same path, and by continuously strengthening that path 

and evaporating other traces, eventually all Ants will 

follow the same path.  

The purpose of the Ant Algorithm is to imitate this 

behavior by artificial Ants that are moving on the graph. 

The problem is to find the shortest path and the solution is 

these artificial Ants [18]. 

 

 

 

 

 

 
 

Fig. 1: Ant Colony ways  

One of the applications of this algorithm is to optimize 

various problems. So that all kinds of Ant algorithms have 

been prepared to solve this problem. Because this 

numerical method has an advantage over analytical and 

genetic methods in cases where the graph constantly 

changes with time; and that it is an algorithm with 

repeatability; and therefore, with the passage of time, it 

can change the answer live; that this feature is used in 

computer network routing and caching. Urban 

transportation system is important [19]. 

Fig 2. Show the Ant Colony Algorithm and formula [20]. 

As shown in this algorithm. This method is a convergent 

method. In this method, the paths are selected by choosing 

random methods, but based on which paths are smaller, 

the amount of pheromone of the path is increased, and in 

the other part of the algorithm, the probability of choosing 

this path for other Ants is increased. With the passage of 

time and after the implementation of the algorithm, the 

convergence towards the optimal path has been done. 

In this paper, we have tried to present a new method for 

optimization of query processing in database by using 

versatility methods and Ant Colony algorithm.  
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Step 1: [Initialization] 
       t:=0; NC:=0; 

       For each edge (I,j), initialize trail intensity to 

(0):=Tij(0):=T0 

 

Step 2: [String node] 

       For each ant k: 
             Place ant k on a randomly chosen city and store this information 

in Tabuk 

 

Step 3: [Build a tour for each ant] 

       For i  from 1 to n: 

            For k from 1 to m: 
              Choose the next city I,j € Tabuk, among the c candidate cities                      

according 

  *      *,  ( )-   , - +  
     Where J is chosen according to the probability: 

   
 ( )  ∑,   ( )  , - 

,   - , - 
 

      Store the chosen city in Tabuk 

      Local update of trail for chosen edge (I,j): 

     Tij=     ( )  (    )                      
 

Step 4: [Global update of trail] 
        Compute length of tour, Lk, for each ant k 

        Apply local improvement method for the tours of all ants k and  
recompute Lk 

        For each edge (I,j) € Cycle*, update the trail according to: 

 

Step 5: [Termination Conditions] 
       Memorize the shortest tour found to this point 

       IF (NC<NCMAX ) and (Not stagnation behavior) 
       THEN empty all Tabuk and go step #2 

       ELSE Stop 

Fig. 2: Ant Colony Algorithm and formula 

In this article, firstly, the previous work done regarding the 

optimization of processing in the database is examined, 

and then the proposed algorithm is explained in three parts, 

and then the proposed method is evaluated and examined 

with other parts, and finally, the results of the plan are also 

presented. The purpose of this research is to adapt 

database queries in order to reduce the execution time of 

queries in the database. 

 

2- A Review of Previous Studies 

Query-processing optimization is carried out with the 

aim of reducing resources, time, and so on. Optimization 

in the database can be done in three general categories. 

The three categories include server, query, and sessions 

[19]. In server method, hardware techniques are used to 

optimize. In the second method, using query process 

optimization, it is tried to optimize [21,22]. The third 

method is among the groups placed neither in the first nor 

in the second method. 

In this paper, the third methods are used to optimize query 

processing in the database. 

Among approaches to optimize query processing in 

database is using selection techniques [23]. In this method, 

the selected orders change. Some of the methods have 

used data classification for query processing [24]. Using 

caching mechanism to optimize query processing in the 

database is another method used for query processing in 

the database [25]. 

In this database query processing is used [26]. the results 

of the queries in this method are stored based on Xml 

model and when needed they are available [21]. Other 

versatility-based methods have been done in the database. 

These methods have been proposed in the past few years. 

In one of the methods, by versatility of the queries sent to 

the database, response time has reduced [22]. In another 

method, versatility method has been used to optimize the 

processing of queries distributed in the database [23]. In 

this method, using identification of the frequently-used 

queries in database and based on its implementation plan, 

it is attempted to optimize query processing. In this 

method, based on identification of similar and frequently-

used queries, over time, it is attempted to optimize the 

query processing in database [27,28]. 

Ant Algorithm has various applications and it is used to 

optimize and solve various problems. Among these issues, 

can mention for using of this algorithm in improving route 

optimization. For example, this algorithm has been used in 

improving the balance of wireless sensor networks and in 

its routing based on the Internet of Things. In this issue, 

the purpose include to balance the traffic load and increase 

the speed of transferring packets in the network. So that 

the data packets reach the destination through paths with 

minimum density. As a result, one of the main methods to 

solve routing and load balancing problems is to use Ant-

based algorithms. The aim of this research was to provide 

a suitable routing algorithm in order to shorten and 

improve the route in IoT-based systems [29]. 

 

In another research, Colony's Algorithm has been used to 

provide a nonlinear regression model for signal processing. 

In this issue, the goal was to provide a model and improve 

time [30]. 

One of the other finding for query optimizer processing in 

the database is DeepO. In this method, interactive 

optimization has been done in the PostgreSQL database 

with the help of machine learning which is presented in 

2022 [31]. Another research in query processing 

optimization is a practical learner [32]. In this method, by 

creating an trial-and-error Agent, it can be used to reduce 

the number of transactions in the database with the 

memory-based learning method [33]. In another study, the 

query optimization process is redefined so that compiler 

optimizations come into high-speed transactions than 

previous data distributions, and compiler optimization 
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employ as a driving force in query optimization. This new 

generation of query optimizers will be capable to optimize 

queries for significantly better performance than modern 

query optimizers [34]. Another effective way, with the 

applying of a margin generator, it has been added to 

provide a Matcher based on SQL customization to 

optimize descriptions. The purpose of this method is to 

preserve textual connections so that optimization can be 

done based on these connections. It has been presented due 

to its features and characteristics, including robustness, 

global optimization, Data parallelism involved the ability 

to act simultaneously and independently, and the ability to 

integrate [35]. In another research, to accelerate query 

operations and faster enrollment is Key performance 

indicators that has been added to the scalability of the 

distributed database. These indicators are aimed at 

improving the database query efficiency and speeding up 

the database query process and are provided with the help 

of the Ant Colony Algorithm [36]. 

In another study, the Clone Algorithm was used to 

generate test data for the database. In this research, search-

based test data generation reformulates the test objectives 

as fitness functions, therefore, test data generation can be 

automated by meta-heuristic algorithms. Meta-heuristic 

algorithms search the domain of input variables in order to 

find input data that cover the objectives [37,38]. 

In another research, Ant Algorithm has been presented to 

provide a model for an intelligent virtual assistant. In this 

research, in order to increase reliability in education, an 

optimal model has been presented using the Ant method 

[39]. 

In this paper, we have tried to use the versatility of the 

above method for query processing in the database, but in 

this method, Ant Algorithm is used to enhance versatility. 

 

3- The Proposed Algorithm 

Today, the use of free and nature methods in solving 

complex problems are of the strategies used to solve 

complex problems [40,41]. 

In this study, we have tried to develop the previous 

methods ways to provide a new method to optimize query 

processing used in the database. Ant Colony Algorithm 

has been used to develop the method. The goal of the 

study is to examine the versatility of query processing in 

the database. In this paper, we try to identify the 

frequently-used queries sent to the database, so that by 

maintaining the implementation plans related to these 

queries and reducing implementation steps optimize query 

processing. 

Utility software has databases sending queries to database 

according to user needs, based on which the needs of the 

users are met. This software usually sends queries to 

database according to which receives the responses and 

meets users' needs. In this software, the sent queries 

usually have the same structure, and these queries are 

iterated over time. 

So far, various solutions have been proposed for query 

processing in the database. Some of these solutions are 

based on caching information and some are based on 

caching questions. The main reason for using query 

caching is related to the 7 stages of query processing in the 

database. One of the most important points is the 

implementation of the question. For example, in stored 

procedures, the ready execution plan is used to provide the 

output and the execution time is reduced. In the proposed 

method, our main approach is high traffic times and 

identifying frequent questions by making them adaptable. 

Naturally, this method and maintenance of execution plans 

for subsequent executions can be effective, as in the 

proposed method, the identification Ant‘s Algorithm is 

used. 

In this paper, we have tried to present a model by using 

Ant Colony method, so that the database, over time 

[42,43], identifies the queries of the same type with high 

iteration and respond to them with specific implementation 

plans. In other words, the database matches the data to use 

ready implementation plans processes the queries at lower 

cost and faster.   

There are several stages to process the queries in the 

database. With this method and with the help query 

implementation plan, one can reduce the cost of 

processing frequent queries in the database. 

Various methods have been proposed for this type of 

versatility in the database [44, 45]. One of the four 

methods uses four parts to process the query in the 

database. These three parts include: 

• Separator of commands 

• Replacement policy 

• Detector of the similar queries 

By changing the method in replacement policy in this 

paper, we try to use Ant Colony Algorithm to optimize act 

query processing in the database. 

The study uses the three components below to optimize 

query processing in the database. 

3-1- Separator of Commands 

The purpose of this part of the algorithm is to separate 

low-cost or non-optimizable commands. Commands such 

as Insert are among the commands that cannot be 

optimized and are added to the database by specific 

implementation plan, so these commands should be 

separated from optimizable ones.  

For this method, the same method used in the previous 

work has been used [19,20]. This method has used 

comparison to separate query processing in database. 
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3-2- Replacement Policy 

One of the most important  parts of the versatility 

methods is determining how, when, and with what policy 

the placement is done. This means how database identifies 

the frequently used commands to maintain its 

implementation plan in the database. 

For versatility, the system would listen to the queries 

submitted to the database and replace the implementation 

plans of the similar queries with the highest frequency sent 

to the database and wait for responses to the future queries 

(It should be noted that only the queries will be sent to this 

section that have been accepted by separator). 

To identify the frequently-used queries, Ant Colony 

Algorithm is used. 

Ant Colony optimization algorithm, which was presented 

by Dorigo et al. for the difficult problems of theoretical 

optimizing of the traveling salesman, is the important  

aspect of the behavior of Ants to find the shortest path 

between the nest and the food source [11]. 

Figure 3 shows how the random paths converge to the 

shortest path. 

 

 

Fig. 3: Ant Colony Algorithm Procedure 

One of the features of this algorithm is based on iteration 

and accidents that in case of increase in the number of 

iterations can help reach the response of solving problems 

[11]. 

In this method, for the queries, we develop the paths and 

based on the queries sent to the database, we enhanced the 

pheromones of the path. After a while, by identifying high 

pheromone queries and based on their frequency, one can 

identify frequently-used queries. 

It is noted that due to the number of queries submitted to 

the database, in lack of exposure of pheromones after a 

certain period of time, paths (queries) are deleted. 

Concerning the interval between two versatility actions, it 

should be stated that this interval will be calculated based 

on the frequency of pheromones of the queries made 

versatile in a dynamic way. This means that if the 

frequency of pheromones is high, the database will use 

these versatility queries for a long time for query 

processing in, and if pheromone frequency is low, it will 

work for a shorter time with this versatility. 

Not only, versatility operation is conducted on queries that 

are sent to the database in high-traffic time, but also stores 

the sent queries at versatility and high traffic time, and 

then the versatility is done on run queries in less time. 

3-3- Detector of Similar Queries 

This algorithm uses previous methods to detect similar 

queries [48,49]. The general approach in this part is that 

the queries submitted to relational data database are 

different based on parametric values. Thus, similarity 

detector can identified detecting excess similarity by 

sequence comparison. Obviously, implementation plan of 

similar queries is the same. 

3-4- The Overall Approach of Algorithm  

The Overall classification of algorithm approach is 

similar to previous studies [5]. In this algorithm, based on 

versatility scheduling is attempted to collect queries sent to 

the database. By versatility, exception queries are 

separated with the help of separator and are not stored. 

Then with the help of any Colony Algorithm and 

replacement policy, frequently used queries are detected, 

and actions a taken to replace and maintain their 

implementation plans. 

The task of the part related to the similarity of queries is 

detecting the similar queries in the database. 

Figure 4 shows the general Algorithm of this procedure. In 

this algorithm, the way to implement the optimal 

algorithm is provided by three main procedures. In this 

algorithm, first, the commands of optimization ability are 

separated, then in the next section, the most common basic 

commands are selected, and in the last part, the 

replacement policy based on Ant Colony Algorithm. 

 
Query Optimization Algorithm 

 

1. Begin 
2. Examine query by separator 
3. Produce query execution plan if query is one of 

exceptions 
4. If it's not an exception check its execution plan 

availability on the system by similarity 
recognizer 
4.1 If execution plan exists select it 
4.2 otherwise, send it in order to produce 
execution plan 

5. Executing plan for replying to query 
6. Check whether it is time to substitute or not? 
6.1 If so, do the substitution. 
7. END 

Fig. 4 The overall algorithm 
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It should be noted that in the case of implementation of the 

database, Database Management system can use the 

available implementation plan to implement similar 

queries. It is suggested that this part be added as a factor to 

the database. 

 

4- Assessment of System 

In operations research as explained, technique for 

solving computational problems is to optimize query 

processing in the database based on adapting queries 

(during high traffic times) by minimizing the processing 

time in the database. 

This technique includes three parts: separating part, 

replacement policy, and query similarity detector, and the 

Ant Colony Algorithm has been applied to make it 

adaptable. Due to the approach of this algorithm with 

high-traffic times and identification of adaptive questions, 

the necessary cost to produce the query execution plan was 

reduced and as a result, the execution time was reduced. 

On the other hand, according to the adaptive mode 

commands based on the time of high traffic loading is also 

decreased cause of the cost reduction. 

Currently, some methods are used for measuring 

performance of database system, the most primitive of the 

above-mentioned methods is implementation time in the 

system, which is the time required for implementation 

from the moment of sending until the response of the 

system. This time is calculated based on hours, minutes, 

and seconds [11]. 

To simulate this system, the proposed algorithm is 

classified and implemented in four classes. Then the 

results of implementation have been compared with the 

previous method using this method. In addition, we need 

DBMS and the intended data based on relation dependence, 

and we use SQL database and simulator SQLToolbelt to 

create data and identify the dependency of the tables. 

Moreover, in order to implement the algorithm and the 

intended comparisons, we will use VB.NET and API SQL 

functions. Code piece in Figure 5 shows the necessary 

implementation time of the query in milliseconds. 

In this figure, the time of execution of questions has been 

compared with existing plans and without plans (creating a 

plan). As it is known, some time has been spent on 

creating the execution plan since the execution of the 

queries in the database. 

After simulation of the query system, we obtained the 

following results: 

 

• The cost of query implementation time as normal  

• The cost of implementing the proposed algorithm  

• The cost of versatile query as implementation plan 

After obtaining these results, we added up the second and 

third costs and compared them and obtained the results of 

proposed method. 

 

 

 

 

 

 

 

 

 

 

Fig. 5 Code piece to send implementation time 

We added this factor on the software and compared its 

results with the normal case, and the results obtained as 

follows. 

Figure 6: The reports of the response time per day for versatile queries 

(X: Questions sent toVersatile Database, Y: Sum of execution time) 

Figure 6 shows the amount of time required to respond to 

queries and implementation plan. 

Figure 7 shows the implementation in two modes along 

with plus the cost of versatility. 

As shown in this figure for a sample question, in this 

algorithm, the difference between the start and end times 

of each algorithm's execution is the duration of the 

algorithm's execution, which is used in the evaluation. 

 

DECLARE @StartTime 

datetime,@EndTime datetime 

SELECT @StartTime=GETDATE 

 

‗query in database for sample 

select * from tblKala 

 

‗query in database 

SELECT @EndTime=GETDATE 

SELECT 

DATEDIFF(ms,@StartTime,@EndTime) 

AS [Duration in millisecs 
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Fig. 7 The breakdown of implementation costs (X: Questions sent to 

Versatile Database in a day, Sum of Cost Time in a days) 

Figure 7 represents the total time to respond to queries, 

reduction of response time to all versatile queries, as well 

as the cost required for the versatility of the queries. In this 

figure, the blue part is the execution time of the plan, the 

red part is the time of creating the implementation plan, 

and the green part is the policy duration of the proposed 

method. which has been tried over time to reduce the cost 

of creating plans for frequently used questions by 

maintaining plans for implementing frequently used 

questions. 

 

Fig. 8 The amount of reduction of the response time for versatile queries 

costs  (X: Questions sent to Versatile Database in Days, Sum of 
execution time)  

 As is shown in this figure, the system has significantly 

reduced system response time to queries. 

In this figure, it shows the duration of execution and 

reduction of the cost of execution of questions in normal 

mode and after applying the proposed method. In this 

algorithm, it shows the response time of two methods for 

the total number of questions sent to the database in a 

specified time.  

 

5- Conclusion 

Various methods have been proposed to optimize query 

processing in the database. These optimizations have been 

aimed at reducing processing time or reducing the use of 

resources. These methods try to make query processing 

versatile in the database. 

This method for versatility of database is composed of 

three parts: separator, replacement policy, and query. To 

detect frequently-used queries in the database, Ant Colony 

algorithm is used. This method is based on the created 

pheromone to choose the optimal solution.  The aim of this 

algorithm has been reducing implementation stages for 

frequently asked questions in the database. 

The generality of this method is based on identifying 

frequent questions in the database. Then, by maintaining 

the query execution plan, it reduces the time in subsequent 

executions. 

In fact, we get help from the Ant algorithm to identify 

repetitive questions and reduce the execution cost by 

caching the execution plan. At the same time, due to the 

fact that adaptability takes place at times with less load 

and based on the identified questions. 

The results of this study demonstrate minimizing in 

implementation time of queries in 2.7%. Moreover, due to 

identifying the frequently-used queries in high traffic time 

and maintaining implementation plan, system traffic in 

times of high traffic load is reduced. In the future, the 

system can be made more optimized and be used for 

distributed database by developing the methods used. For 

example, machine learning methods can be used to 

identify execution patterns of plans. 
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