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Abstract  
Semantic segmentation is a branch of computer vision, used extensively in image search engines, automated driving, 

intelligent agriculture, disaster management, and other machine-human interactions. Semantic segmentation aims to predict 

a label for each pixel from a given label set, according to semantic information. Among the proposed methods and 

architectures, researchers have focused on deep learning algorithms due to their good feature learning results. Thus, many 

studies have explored the structure of deep neural networks, especially convolutional neural networks. Most of the modern 

semantic segmentation models are based on fully convolutional networks (FCN), which first replace the fully connected 

layers in common classification networks with convolutional layers, getting pixel-level prediction results. After that, a lot of 

methods are proposed to improve the basic FCN methods results. With the increasing complexity and variety of existing 

data structures, more powerful neural networks and the development of existing networks are needed. This study aims to 

segment a high-resolution (HR) image dataset into six separate classes. Here, an overview of some important deep learning 

architectures will be presented with a focus on methods producing remarkable scores in segmentation metrics such as 

accuracy and F1-score. Finally, their segmentation results will be discussed and we would see that the methods, which are 

superior in the overall accuracy and overall F1-score, are not necessarily the best in all classes. Therefore, the results of this 

paper lead to the point to choose the segmentation algorithm according to the application of segmentation and the 

importance degree of each class. 
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1- Introduction 

Segmentation is the task process of assigning a label to 

every pixel in the image, based on features such as pixel 

intensity, color, texture, etc [1]. Nowadays, the subject of 

interest is semantic segmentation, predict the semantic 

category of each pixel from a given label set.  

There are learning and anti-learning methods frequently 

used for segmentation [2]. Anti-learning methods, 

typically include graph cuts, level set, region growing, etc. 

and learning methods include fuzzy, neural, genetic 

algorithms and derivations [3]. Various learning methods 

have been created and developed in recent years, due to 

their considerable success in learning a hierarchy of 

features from high to low [2,4]. These methods were 

inspired by human brain’s ability to receive, learn, and 

organize input information, especially visual data [5].  

Convolutional neural network (CNN) is a form of learning 

techniques, in which local neighborhood pooling 

operations and trainable filters are alternatingly applied on 

the input images, resulting in a hierarchy of increasingly 

complex features [6-8]. Convolution layers in CNN try to 

find patterns in an image by convolving over it. So CNN 

may detect nonlinear mappings between the inputs and 

outputs [9]. 

LeCun et al. (1998) introduced the first structure of 

convolutional neural networks named LenNet. In the same 

year, they received an award for simulating their proposed 

network on the ImageNet dataset. LeNet had six 
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convolutional layers, a pooling layer, and two FC
1
 layers 

[10]. 

After introducing basic convolutional neural network 

architectures, researches in this field were continued in 

two directions: some studies focused on designing new 

convolutional network architectures and others focused on 

implementing techniques and strategies to optimize 

existing architectures [11,12]. In the following, we will 

introduce some of the most important architectures that 

were proposed after the creation of convolutional neural 

network. 

In 2012, Krizhevsky et al. proposed a CNN structure 

called AlexNet with five convolutional layers, three 

pooling layers, two normalization layers, and three FC 

layers [13]. The innovation of AlexNet was its use of 

ReLU to reduce training time. Some have criticized this 

structure for implementing very heavy data augmentation. 

Then, Simonyan et al. (2014) designed a deeper network 

named VGG with smaller filter sizes [14]. They design 

two structures of VGG with 16 and 19 layers. The 

proposed structure showed promising performance and 

could also be generalized to other datasets. Although the 

architectures introduced so far focused on window size 

and smaller steps in the first convolutional layer, VGG 

focused on an important aspect of convolution neural 

networks, called depth [15]. 

The VGG architecture included 1×1 convolutional filters, 

acting as linear transformation of the input. All hidden 

layers of the VGG had a ReLU unit for reducing training 

time. To have no change in spatial resolution after 

convolving, this architecture kept the convolution step 

fixed on one pixel. VGG had three FC layers follow a 

stack of convolutional layers: the first two have 4096 

channels each, the third performs 1000-way ILSVRC 

classification and thus contains 1000 channels (means a 

channel for each class). The final last layer is soft-max. 

Since its developers believed that localized response 

normalization (LRN) increased memory consumption and 

training time with no significant resolution improvement, 

VGG did not use LRN. 

In the same year, Szegedy et al. designed a deeper and 

more computationally-efficient network called GoogleNet 

[16]. It had twenty-two layers, no FC layer, and a new 

module called Inception to increase efficiency. The 

developers claimed that it was twelve times faster than 

AlexNet with increased depth and width at the same 

computational cost. Although there were benefits to the 

increased size, it also increased the number of parameters. 

This made the network more susceptible to overfitting, 

especially with a limited number of labeled samples in the 

dataset. 

SegNet was an important architecture proposed in 2015 on 

a set of camera images [17]. The SegNet architecture was 

                                                           
1 Fully-Connected 

based on encoder-decoder network with thirteen 

convolutional layers in the VGG16. Since the decoder part 

of SegNet is identical to the VGG, it was possible to 

achieve the pre-training benefits in this architecture. The 

decoder block consisted of five sub-blocks, each with 

convolutional layers and a downsample layer. Likewise, 

the decoding block had five sub-blocks with 

deconvolutional layers and an upsample layer. In fact, the 

innovation of the SegNet architecture was its use of 

upsampling layers (reconstructing the image in the original 

dimensions). In terms of memory use, accuracy, and 

reducing network parameters, the SegNet architecture 

demonstrated excellent performance compared to other 

architectures [18]. 

HRNet was a successful network that used a parallel 

integration strategy [19]. The first stage in this network 

was a high-resolution subnetwork, then high-to-low 

resolution subnetworks one after another adding to form 

other stages. The multi-resolution subnetworks were 

connected in parallel. Each high-to-low resolution 

representation gets information from other parallel 

representations, again and again, resulting into a rich high-

resolution representation. The convolutional layers in this 

network were placed in parallel from high to low accuracy 

[20]. The network had a main subnetwork that produced 

feature maps with the same accuracy and a series of step-

by-step convolutions that reduced accuracy. This network 

has a multiresolution composition. 

After HRNet, Wang proposed its enhanced model built on 

the backbone network of HRNet. It used NDRB as the 

generic extractor for multi-scale contextual features. So 

CSE-HRNet could resolve intra-class heterogeneity and 

inter-class homogeneity. 

Another recent architecture is RCA-FCN consisted of two 

network units, namely the spatial relation module and the 

channel relation module [21]. These two modules learn 

and reason about global relationships between any two 

spatial positions or feature maps. So they produce RA
2
 

feature representations. In other word, this model 

convolutions combine spatial information and channel 

relation information to record both spatial and channel 

relations. 

Here we aimed to compare segmentation performance with 

four recent successful methods, SegNet, HRNet, CSE-

HRNet, and RCA-FCN. We tried to reference important 

prior contributions that claim to be particularly successful 

despite being simple and convolutional-based. This paper 

is useful to choose the best algorithm for semantic 

segmentation in our desired application. Thus, section 2 

will discuss semantic segmentation and introduce the four 

structures in more detail. Section 3 will present the 

implementation and the dataset in more details, and the 

                                                           
2 Relation-Augmented 
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segmentation results will be compared. Finally, section 4 

will present a summary of results. 

2- Semantic Segmentation of ISPRS Images  

The Vaihingen 2-D semantic segmentation dataset of 

ISPRS includes 33 images with 3-10 million pixels. These 

are True Ortho Photos (TOP) taken from Vaihingen, 

Germany. The ground sampling distance is 9 cm and all 

pixels in these images are labeled in six classes: building, 

car, road, tree, low veg, and clutter. The images are eight-

bit .tiff files with three bands corresponding to green, red, 

and near-infrared. 

In the following, four new and important semantic 

segmentation methods for high-resolution remote sensing 

images will be evaluated. All of these methods lead to six 

class segmentation, as shown in Fig. 1. 

 

Fig. 1 Six Class Segmentation of Input Dataset 

2-1- SegNet 

The SegNet architecture was first introduced in 2015 for 

semantic segmentation on a set of camera images. Its 

topology was based on a decoder network with 13 

convolutional layers in the VGG16 network. As with 

VGG16, this architecture can also achieve the benefits of 

pre-learning. 

The SegNet topology is comprised of two parts: encoder 

and decoder. Each encoder performs convolution with a 

filter bank to produce a set of feature maps, and then they 

are batch normalized [22,23]. After that, an element-wise 

rectified linear activation function (ReLU), max(0, x), is 

applied. Next, a non-overlapping max-pooling, with the 

window size 2×2 and stride 2, is performed. The output is 

sub-sampled by a factor of 2. The purpose of using max-

pooling is to achieve translation invariance over small 

spatial shifts in the input image. 

Then the decoder upsamples the input feature maps using 

the memorized max-pooling indices from the 

corresponding encoder feature map. So sparse feature 

maps are produced, and then they are convolved with a 

trainable decoder filter bank. In this way dense feature 

maps will be produced. So the decoder upsamples and 

normalizes the stored feature maps. The softmax layer 

classifies each pixel independently and its output is an 

image with k channels, where k represents the number of 

classes.  

Fig. 2 shows the schematic representation of the SegNet 

structure. Determination of boundaries was a success in 

SegNet architecture. It also showed great performance in 

terms of the number of network parameters [24], and the 

most important feature was its memory requirement, 

which was significantly lower than previous architectures. 

Therefore, due to its ability to quickly process a large area, 

SegNet matters when large-scale processing is necessary. 

 

Fig. 2 SegNet Architecture [17] 

2-2- HRNet 

The main part of HRNet contains four stages with four 

parallel subnetworks. Each subnetwork is composed of a 

sequence of convolutions, also there is a down-sample 

layer across adjacent subnetworks to decrease the 

resolution to half. So the resolution is step by step 

decreased and the width (or the number of channels) is 

proportionally increased. The first stage contains four 

residual units. Each unit, the same as ResNet-50, is formed 

by a bottleneck with a width of 64, followed by one 3×3 

convolution reducing the width of feature maps. 

N11 → N22 → N33 → N44 

In fact, Nsr represents the subnetwork in stage s, and r is 

the resolution index (Its resolution is 
 

    
 of the resolution 

of the first subnetwork). It is obvious that the precision of 

each stage is 
 

    
 of the first subnetwork's precision. 
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Fig. 3 HRNet architecture [20] 

The multi-resolution subnetworks are in parallel. The 

resolution of parallel subnetworks in each stage will 

include the resolution of the previous stages and one stage 

below. An example of a network structure with four 

subnetworks is shown below: 

 

Fig. 4 From left to Right, the Exchange unit Aggregates the Information 
for High, Medium, and low Resolutions [20] 

There are two versions of this network, HRNet-W32 and 

HRNet-W48. Here, 32 and 48 respectively represent the 

width (C) of the high-resolution subnetworks in the last 

three stages. The other three parallel subnetworks have 

widths of 64, 128, 256 for HRNet-W32 and 96, 192, and 

384 for HRNet-W48. HRNet keeps high-resolution 

representation on the main stem throughout the network 

and lower-resolution parallel stems are produced via 

downsampling operations. 

2-3- CSE_HRNet 

Sometimes objects of the same class in aerial images 

acquired with high spatial resolutions show various 

shapes, scales, colors, and structures. Fig. 5 demonstrates 

some examples of this issue namely intra-class 

heterogeneity. In Fig. 5(a) cars have different colors, 

although they all belong to the car class. Similarly, in Fig. 

5(b) buildings of the same category vary in texture and 

shape. 

Meanwhile, we may face objects of the different classes 

having the same colors or interacted with cast shadows 

that present similar visual characteristics. This would lead 

to inter-class homogeneity problem.  

 

Fig. 5 Intra-class Heterogeneity (a) Cars have Different Colors (b) 

Buildings are Different in Appearance [25] 

Fig. 6 shows objects which are similar in appearance while 

they should be categorized into separate semantic classes 

[26,27]. This issue named inter-class homogeneity is 

shown in Fig. 6. In Fig. 6(a) there are some areas of low 

veg and trees, which belong to two separate classes, have 

similar appearances [26,27]. Also, in Fig. 6(b) there are 

buildings and impervious surfaces are quite similar in 

appearance. These confusing objects pose extreme 

challenges for accurate and coherent segmentation [25,28]. 
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Fig. 6 Inter-Class Homogeneity (a) Trees and low veg are Similar (b) 

Buildings and Impervious Surface are Analogous [25] 

The CSE-HRNet architecture was designed based on the 

backbone network of HRNet-W32. As with HRNet-W32, 

"W32" in CSE_HRNet32 represents the feature 

dimensions of high-resolution or the number of channels 

representations in the main sub-branch, and the number of 

other parallel channels will be 64, 128, and 256. 

The pyramid structure can exploit the inherent multi-level 

features, and provide adequate semantic knowledge at all 

levels. So, the pyramidal feature hierarchy was introduced 

in this architecture to enhance multi-level semantic 

representations of the model [29-33]. CSE-HRNet can 

resolve intra-class heterogeneity and inter-class 

homogeneity simultaneously by using NDRB combined 

with the pyramidal multi-level feature hierarchy. 

The hierarchy adopts a four-level top-down architecture 

where the strided convolution as the downsampling 

method is applied (the stride is set to 2). Widths and 

heights of feature maps (spatial resolutions) are then 

reduced by half after each downsampling, whereas the 

numbers of channels (feature dimensions) are doubled. 

The first-level feature map of the pyramid is directly fed 

into the main high-resolution branch of the network. The 

second-, third-, and fourth- level feature maps are fused 

with the counterparts from the multi-resolution branches 

via the element-wise addition. 

 

Fig. 7 CSE_HRNet Architecture [25] 

2-4- RCA_FCN 

Although it has been recognized that contextual relation 

can offer important cues for semantic segmentation tasks, 

but using convolution operations in prior convolutional 

neural networks leads to failure in modeling contextual 

spatial relations, due to their local valid receptive field 

[34-39]. However, some convolutional algorithms tried to 

address this problem using spatial propagation modules or 

graphical models, but they seek to capture global spatial 

relations implicitly with a chain propagation way. The 

effectiveness of these methods depends highly on the 

learning impact of long-term memorization [40]. 

Consequently, such models don’t work well when long-

range spatial relations exist. So, these models most of the 

time fail to capture long-range spatial relationships 

between entities, which leads to spatial fragmented 

prediction [26]. 

The most important goal of designing the RCA-FCN 

architecture is to solve spatial relation problems and access 

channel information. This structure introduces simple 

effective network units, namely, the spatial relationships 

module and the channel relationships module. So it can 

learn and reason about global relationships between every 

two feature maps or spatial positions, and produce RA 

feature representations. This network takes VGG16 as a 

backbone for multilevel feature extraction. Fig. 8 shows a 

representation of this architecture. 

 

Fig. 8 Overview of the Relation Module [26] 

As shown in Fig. 9, outputs of convolve3, convolve4, and 

convolve5 were fed into the channel relationships module 

and the spatial relationships module for generating RA 

features. Then these features were fed into convolutional 
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layers with 1×1 filters to squash the number of channels to 

the number of categories. 

 

Fig. 9 (a) spatial relation module (b) channel relation module [26] 

The convolved feature maps were finally upsampled to 

desired full resolution and element-wise added to generate 

final segmentation maps. 

3- Implementation 

The ISPRS segmentation dataset in Vaihingen was used in 

this implementation. This dataset is consist of 33 images 

collected over a 1.38 km
2
 area and the average image size 

of 2494 × 2064 pixels. The spatial resolution is 9 cm. They 

have green (G), red (R), and near infrared (NIR) bands. 

Vaihingen dataset was provided by ISPRS-Commission III 

[26]. Images were captured using digital aerial cameras 

and mosaicked with Trimble INPHO OrthoVista [41]. 

Due to the large and diverse dimensions of images in the 

dataset, five random 240×240 crop were created from each 

image. Thus, a dataset of images with the same 240×240 

resolution was obtained. This dataset was divided into the 

training dataset and the test dataset. So 60% of images 

were randomly selected and allocated to the training 

dataset and remaining 40% allocated to the test dataset. 

We train the four studied networks architectures in 

MATLAB 2021.   

4- Comparison 

The following metrics will be necessary for comparing and 

evaluating the segmentation performance of these models. 

They will be explained as follows: 

4-1- Accuracy 

Accuracy is the percentage of correctly classified 

instances, or in other words, the ratio of the true results to 

the total number of cases examined [42,43]. This factor 

cannot differentiate between FN and FP error and 

considers them the same.   

         
     

           
                (1) 

4-2- Precision  

This factor can determine how many of the correctly 

predicted cases really turned out to be positive [44]. 

Precision usually uses when the False Positive is a higher 

concern than the False Negatives. 

          
  

     
                            (2) 

4-3- Recall  

Recall determines how many True Positive cases can be 

predicted correctly with our model. This factor is also 

called sensitivity and it is a good choice for the unbalanced 

classes. 

       
  

     
                                (3) 

 

4-4- F1 

F1 can give a combined idea about two metrics, Precision 

and Recall. It is maximum when the Precision becomes 

equal to the Recall. 

     
                  

                  
              (4) 

In the following, the segmentation results of each model is 

presented according to the aforementioned metrics. Table 

(1) shows that no model is conclusively superior to others 

in terms of segmentation accuracy. A model may have 

high accuracy in some classes and wouldn’t be so in some 

other classes. For example, although SegNet shows high 

accuracy in the car class, but it’s not very good in classes 

such as tree and low veg. Compared to the other models, 

the RCA-FCN was also the most accurate in the building, 

tree, and low veg classes. 

Table 1: Segmentation Accuracy for Each Class 

Method 
classes accuracy (%) 

building car road tree low veg 

SegNet 76.74 95.93 81.26 64.52 63.59 

HRNet 93.34 63.32 87.35 84.97 74.96 

CSE-HRNetsi 94.07 63.34 88.03 85.47 73.45 

RCA-FCN 94.12 70.81 87.22 89.25 87.67 

After observing the segmentation accuracy of each model 

in different classes, Table (2) shows the overall accuracy 

(OA) of the networks. The table shows that the CSE-
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HRNet algorithm's overall accuracy is superior to the 

others, followed closely by RCA-FCN in second position. 

Table 2: Segmentation Overall Accuracy 

method Overall accuracy (%) 

SegNet 76.41 

HRNet 85.06 

CSE-HRNet 89.23 

RCA-FCN 89.03 

 

F1 is another metric for evaluating the performance of 

segmentation algorithms, and Table (3) shows its values 

for different algorithms. As what is said about accuracy, 

Table (3) clearly shows that no model is definitively 

superior in all classes. In terms of this metric, SegNet has 

not performed well in any class. HRNet has the highest F1 

(88.94% and 83.19%) in the tree and low veg classes, and 

CSE-HRNet has the highest F1 (95.41% and 91.92%) in 

the building and road classes. However, the F1 score of 

these two architecture for other classes has minor 

differences with the maximum value. RCA-FCN achieved 

the best performance with the car class (87.16%). 

Therefore, one of these networks can be selected for 

segmentation based on the importance classes. 

Table 3: Segmentation F1 for Each Class 

Method 
Classes F1-score (%) 

building car road Tree low veg 

SegNet 71.12 57.89 68.20 34.70 34.98 

HRNet 92.91 84.28 91.68 88.94 83.19 

CSE-HRNet 95.41 86.79 91.92 88.53 80.18 

RCA-FCN 94.86 87.16 91.01 88.74 80.01 

 

Table (4) shows an overall comparison of these models in 

terms of F1 and suggests that with an overall F1 score of 

89.36%, HRNet can be considered the best network 

architecture. 

Table 4: Segmentation Overall F1 

Method Overall F1-score (%) 

SegNet 65.79 

HRNet 89.36 

CSE-HRNet 88.57 

RCA-FCN 88.36 

5- Conclusion 

A network can be excellent for distinguishing a specific 

class of an image dataset and perform poorly in detecting 

the other classes from the dataset.  

Unlike SegNet, the HRNet and CSE-HRNet architectures 

had generally acceptable results in the F1 and accuracy 

factors. The RCA-FCN structure can also be considered 

important not only for its near-ideal evaluation with the 

general factors, but for properly distinguishing some small 

classes, such as car and tree. 

Finally, selecting the best structure for segmentation is 

fully dependent on image type and the class’ importance 

for different applications. For studying the state of 

regional roads and traffic, a model with good accuracy for 

distinguishing the car and road classes is preferable. 

However, if the goal is to study the regional vegetation, 

the segmentation performance of the tree and low veg 

classes becomes more important. 
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