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Abstract  
In this paper, a new power allocation scheme for one target tracking in MIMO radar with widely dispersed antennas is 

designed. This kind of radar applies multiple antennas which are deployed widely dispersed from each other. Therefore, a 

target is observed simultaneously from different uncorrelated angles and it offers spatial diversity. In this radar, a target’s 

radar cross section (RCS) is different in each transmit-receive path. So, a random complex Gaussian RCS is supposed for 

one target. Power allocation is used to allocate the optimum power to each transmit antenna and avoid illuminating the 

extra power in the environment and hiding it from interception. This manuscript aims to minimize the target tracking error 

with constraints on total transmit power and the power of each transmit antenna. For calculation of target tracking error, the 

joint Cramer Rao bound for a target velocity and position is computed and this is assumed as an objective function of the 

problem. It should be noted that a target RCS is also considered as unknown parameter and it is estimated along with target 

parameters. This makes a problem more similar to real conditions. After the investigation of the problem convexity, the 

problem is solved by particle swarm optimization (PSO) and sequential quadratic programming (SQP) algorithms. Then, 

various scenarios are simulated to evaluate the proposed scheme. The simulation results validate the accuracy and the 

effectiveness of the power allocation structure for target tracking in MIMO radar with widely separated antennas. 
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1- Introduction 

Radar system applies eletromagnetic waves to assign 

target position, velocity, and other features [1-2]. In the 

last decades, MIMO radars become an important and 

attractive issue in radar research [3]. A MIMO radar uses 

multiple receiver and transmitter antennas to illuminate the 

specific waveform [4]. The superiority of MIMO radars 

over conventional radars has been recently proved in many 

aspects. These radars include of many transmitters and 

receivers located far from each other. In this scenario, the 

MIMO radar can observe the targets from different 

directions. One of the advantages of these radars is 

exploitation of Doppler frequencies from different 

transmitter-target-receiver paths. The extracted Doppler 

frequencies can be used for estimation of target parameters 

so that, the radar can track the targets with reasonable 

accuracy[5]. Collocated and widely separated antennas are 

the common types of MIMO radar. In the collocated type, 

the antennas are deployed so near, similar to Phased Array. 

In the widely separated MIMO radar, all antennas are 

deployed in a great geographical environment and target is 

observed from various uncorrelated aspect angles.  

Power consumption is an essential challenge in wireless 

networks in UAV communications [6], underwater 

communications, cooperative cognitive radio netwrok [7], 

and radar systems. Power allocation is usually applied to 

allocate the optimum power value between the transmit 

antennas. to minimize the tracking error with power 

constraints in transmitter or its converse is a common 

strategy for power allocation scheme in MIMO radar 

system [8]. Power allocation is also essential to hiding the 

radar from other LPI radars [9]. Power allocation 

technique in MIMO radar systems is investigated in recent 

research. Using power allocation technique in MIMO 

radar with widely separated antennas is investigated in 

[10]. In target tracking cycle just target range is 

https://en.wikipedia.org/wiki/Sequential_quadratic_programming
https://en.wikipedia.org/wiki/Sequential_quadratic_programming
https://en.wikipedia.org/wiki/Sequential_quadratic_programming
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considered. The problem is constructed by aiming to 

maximize B-FIM1. it is derived and then the problem is 

formed as one cooperative game. Then, the problem is 

solved to distribute the total power between transmitting 

antennas. the selection of antennas and power allocation 

technique for localization in distributed type of MIMO 

radar are proposed in [11].  A constrained problem by 

aiming to minimize the estimation error of target position 

is solved. The transmit antenna number and power budget 

were the constraints of this problem. [12] Introduces a 

joint method in antenna selection for target tracking 

problem in distributed MIMO radar. Resource restrictions 

in radars make it essential to choose radars at per time 

cycle and maintain the performance in the high condition. 

Therefore, the PCRLB 2  is applied as an optimization 

criterion for this problem. [13] Proposes a new resource 

allocation technique for the multi-target tracking in widely 

separated MIMO radar and it considers just a velocity as 

an unknown parameter. The authors selected one key 

target. They applied the MSE of that target velocity 

estimation as an optimization problem criterion. The 

choosing of receive and transmit antennas and assigning of 

transmit power and signal time are the parameters that are 

obtained in this problem. [14] Considers a netted 

Collocated MIMO radar and suggests joint beam and 

power schemes for multi-target tracking. a distributed 

fusion is also used to reduce the communication 

requirements while keeping the system robustness. The 

distributed fusion schemes use covariance intersection 

fusion. [15] Designs a joint antenna placement and power 

allocation technique in MIMO radar with widely separated 

antennas to increase target detection performance. First, a 

problem for the Neyman-Pearson detector by using the 

Lagrange power allocation scheme and the antenna 

deployment optimization is considered. Then with the 

iterative method, the problem is solved. The power 

allocation scheme based on PSO for one target tracking 

strategy is introduced in [16]. The problem is formed for 

MIMO radar with widely dispersed antennas. The power 

allocation technique with aiming to minimize the tracking 

error with constraints on the total power and each transmit 

antenna power is constructed. Then with the PSO 

algorithm, that problem is solved. In this reference, the 

joint target position and velocity are considered unknown 

parameters and then the CRB of estimation error is 

                                                           
1
 Bayesian fisher information matrix 

2
 Posterior Cramer Rao lower bound 

calculated and it is used as an objective function. In [17], a 

solution for joint beam and power scheduling in the netted 

Collocated MIMO radar systems for distributed multi-

target tracking is suggested. This solution contains a 

distributed fusion architecture that decreases the 

communication requirements while maintaining the overall 

robustness of the system. The distributed fusion 

architecture employs the covariance intersection fusion to 

address the unknown information correlations among radar 

nodes. An adaptive sensor scheduling integrated with 

power and bandwidth allocation is presented for 

centralized multiple target tracking in the netted collocated 

MIMO radar in [18].  

By reviewing the above research, in this paper, we slove 

some challenges including using joint target velocity and 

position in the calculation of target tracking error, and 

considering random complex Gaussian target RCS. Besides 

considering these two challenges, we consider random 

complex Gaussian RCS as an unknown parameter and it is 

estimated along with the target position and velocity 

parameter. This is similar to real conditions. Because in 

other research, they consider RCS known but is obvious that 

we usually do not have any information from the target 

RCS. Therefore, the estimation of RCS is a very essential 

issue that should be performed in the estimation cycle. To 

our knowledge, this is the first time performed for power 

allocation problem for target tracking in MIMO radar with 

widely separated antennas. 

The scope of this manuscript are including: 

1. First, The system model and the antenna deployment 

model for widely separated MIMO radar are determined. 

Then target motion model is chosen. random model with 

complex Gaussian distribution is selected for target RCS 

and it is used in the computation of Cramer Rao bound for 

target parameters estimation error. And also, besides the 

target parameters, the target RCS is considered an unknown 

parameter. (This is the first time considered for MIMO radar 

with widely separated antennas). It is the essential 

assumption because target RCS depends on many target 

factors and it cannot be known and should be achieved in 

the estimation process. 

2. CRB for unknown target parameters and the variance of 

random RCS are computed and then Joint CRB for target 

velocity and position estimation is obtained. The joint CRB 

has used an objective function for the power allocation 

problem. 

3.The power allocation scheme is designed. The minimizing 

one target tracking errors by considering the transmit power 

of each transmit antenna and total transmit power 

limitations is the power allocation problem of this 
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manuscript. We aim to minimize the tracking errors with the 

above  constraints. 

4.The PSO and SQP algorithm are utilized to slove this 

problem. These algorithms are formed to assign optimal 

value to each transmit antenna and satisfy the constraints in 

the problem. 

The remainder of the paper is structured as follows: 

the system model is mentioned in section 2. In the next, 

target parameters error  is calculated. Part 4 constructs a 

power allocation problem and applies two SQP and PSO 

algorithms for solving it.  Section 5 presents the simulation 

results, the conclusion comments are mentioned in section 

6, and in the final part, the appendices are presented. 

2- System Model 

In this model, nth receive antenna is located in (     ), 

where            . The position of the target is in 

(     ) and the target velocity equals ( ̇   ̇ ). A set of 

orthogonal signals,     , is illuminated. (∫ |     |   
  

 

   . period, effective bandwidth and transmit power of  th 

transmit waveform are shown as   ,  ,   . RCS of   th 

path is expressed as a zero-mean complex Gaussian 

random variable 𝜉
  

         
  . Where    

  is the 

  th path variance and we conisder it unknown in this 

paper.  

The assumptions of this paper are as follow:  

1.     (Noise of   th transmit-receive path) and 𝜉
  

 in 

mn th paths are mutually independent. 

2. the transmit signals are orthogonal. This also true for 

time delays and Doppler shifts [19]: 

3. we consider   
   . 

4. The antennas are adequately spaced far [20]. Therefore, 

the observation of the target in each path is independent 

and RCS, 𝜉
  

, is independent. 

The time delay of      th transmit-receive path in  th 

time slot is: 

      
         

 
 (1) 

 

And, 

     √(       )
 
 (       )

 
  

     √(       )
 
 (       )

 
 

(2) 

 

Where,   is light velocity.      and     show the distance 

from  th transmitter and  th receiver from the target. 

The received signal from  th transmit antenna at  th 

receive antenna at time   is: 

         √         𝜉
    

   ( 

      )  
                   

(3) 

 

where,              
  .  The loss of pass is illustrated 

as       
 

     

 

  
 

 

    
      

 . Where    is the carrier 

frequency.  

Doppler frequency in    path and time-slot   can be 

expressed as: 

     

 
 ̇   (       )   ̇   (       )

     

 
 ̇   (       )   ̇   (       )

     

 

(4) 

  shows the wavelength. 

 

2-1- Motion Model 

The constant velocity (CV) is considered for the target 

motion model of this paper. This model expressed as [10]: 

 

            
  (5) 

 

   [      ̇          ̇   ]
 
is unknown target position and 

velocity vector. That it will be estimated in tracking cycle. 

  
  is a Gaussian vector and represent noise and it is 

modeled as        . Where   illustrates the covariance 

matrix, and   shows the state transition matrix [20]: 

  [

    
    
    
    

] (6) 

  

[
 
 
 
 
 
 
 
 
  

 

  

 
  

  

 
   

  
  

 

  

 

  
  

 
 ]

 
 
 
 
 
 
 
 

   (7) 

sample intervals and the process noise density are shown 

in   and  . 
In this paper, besides  , the target RCS in each transmit-

receive path, 𝜉      is also supposed to be unknown. 

Therefore, the unknown parameter vector is changed as: 

    [      ̇          ̇      
 ]

 
 (8) 

Where,     [𝜉     𝜉        𝜉    ]
 
. In this case, the 

state transition matrix is changed as   : 

   *
       

      
   

+ (9) 

It is noted that the RCS transition model is like first-order 

Markov process and it is obtained as [21]: 

             (10) 
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Where      white Gaussian noise with        covariance. 

Therefore, according to (9), the unknown parameter 

transition model is achieved as: 

 

                 (11) 

Where in above equations,    shows the dimension of the 

unknown parameter vector and      is Gaussian noise 

with covariance equals to                    . 

Since 𝜉     is random variable with zero mean and      
  

variance, therefore, the      
  is used in unknown 

parameter vector instead of 𝜉    :  

   

 [      ̇          ̇          
       

          
 ]

 
 

(12) 

 

In the next part, the joint CRB for target tracking error is 

calculated. 

3- Joint CRB for Target Tracking Error 

Log-likelihood ratio of the unknown parameter (  ) is 

obtained as [13]: 

   (         )        (           )

 
   

   

   
     

  |∫            
 ( 

  

  

      ) 
             |

 

     

(13) 

 

Where             
       , and          shows the 

observation signal in  th receiver from  th transmitter 

According to our assumptions, RCS and noise are 

independent, the joint likelihood ratio term are achieved by 

[13]: 

  (        )  ∏ ∏    (           )

 

   

 

   

 (14) 

 

Where       is expressed as [16]: 

 

                                     (15) 

 

According to [19], BIM for unknown parameter vector    

is as: 

              
          

               (16) 

 

Where    represents the Fisher Information Matrix (FIM). 

For the CRB calculation, first, FIM is calculated [23]: 

        (17) 
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Since (13) is the function of       and      , a new 

unknown parameter is defined as : 

     (18) 
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According to Chain rule, a new FIM is as: 
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= (20) 

[
 
 
 
 
 
 
 
 
 
 
      

     

      

     
 

      

     

      

     

      

     
 

      

     
    

      

     

      

     
 

      

     

      

     

      

     
 

      

     
   

    
      

  ̇   

      

  ̇   
 

      

  ̇   
   

    
      

  ̇   

      

  ̇   
 

      

  ̇   
   

           ]
 
 
 
 
 
 
 
 
 
 

     

 

 

The number of 0 and 1 in the right side of above matrix is 

  . The above matrix parameters are calculated in [16]. 

By defining         as: 

 

        [

         

         

         

] (21) 

 

Where,     contains second-order derivatives with respect 

to      ,    ,     are second-order derivatives with 

respect to       and      ,     is second-order derivatives 

with respect to       ,     ,     are second-order 

derivatives with respect to       and      
 ,    ,     

includes second-order derivatives with respect to      and 

     
          contains second-order derivatives with 

respect to      
  for all   and   in time slot  .. Therefore, 

(we show the proof procedure in Appendix I): 
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And also: 
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Where,        denotes a Fourier transform of      . 

If we divide the     
   

 
 to matrix block as: 

    
   

 
 [

   
   

         

] (36) 

 

Where,  ,  ,     are the      matrices and     and 

    are zero and one vectors with      dimension. 

Since         [
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After making block matrix: 
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(40), (41), (42), and (43). 
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We can reform the (39) as : 
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Where     is function of target velocity and position and 

target RCS.         is     block matrix which is 

function transmit power of transmit antenna. 

In the next part, the power allocation problem is 

constructed. 

4- Power Allocation  

In the construction of the power allocation problem, trace 

of Cramer Rao Bound matrix is considered as tracking 

error and it is obtained as: 

     
      (45) 

            
     

           
     

       

    
     

           
     

         
   

Where,    
     

            
     

       ,    
     

        and 

   
     

        are the CRB (lower bound) of the variance 

𝐉    
𝑼𝑳   (40) 

[
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𝑚
𝑎𝑚𝑛 𝑘

   𝛾𝑚𝑛 𝑘 𝑎𝑚𝑛 𝑘 𝑒𝑚𝑛 𝑘  𝜂𝑚𝑛 𝑘𝑒𝑚𝑛 𝑘
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𝑚
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of target position and also target velocity in axis of   and   

in   th frame. and              is a transmit antenna 

power vector,    shows the  normalization matrix and the 

target tracking error is illustrated in   .     is introduced 

as       *
  
  

+, Where    is     identity matrix and 

  denotes the Kronecker product operator. 

Our  power allocation problem for target tracking in 

widely separated MIMO Radar by applying random 

Gaussian RCS and also considering target RCS as 

unknown parameter is expressed as: 

   
  

           (46) 

      ∑   

 

   

     (47) 

                                      (48) 

the first constraint of this problem shows that the sum of 

transmit powers is lower than a predetermined value,    . 

since MIMO radar wants to utilize the least power for one 

target tracking and it avoids to being intercepted. another 

constraint illustrates that each transmit antenna also has 

power limitation.  To solve the (46) subject to (47) and (48), 

we use PSO and SQP algorithms. In appendix III, we 

prove that the problem is convex. The overall structure of 

solving the power allocation problem of this paper is 

illustrated in Fig.1. 

MIMO radar with 

widely separated 

antennas echoes

(time slot  )

Baseband receive signals

(        )

(3)

Matched filter

New unknown Transition 

Model

(9)

JCRB

(45)

Construct power allocation 

problem

(46)to(48)

PSO algorithm

Or

SQP algorithm

Power allocation results

Performance evaluations

     

Form New unknown 

parameter vector

(12) And (18)

  
Fig.1. The  Overall Structure of Solving  the Power Allocation Problem 

of This Paper 

4-1- The Problem Solution Based on PSO 

The PSO algorithm [25] is based on animal’s social 

behavior. The swarms construct a cooperative 

approach to find food and each member keeps 

varying the search pattern based on the learning 

experiences of its own and others. The pseudo code 

of algorithm to solve the problem of this paper is 

described in Algorithm1. 
Algorithm1 The pseudo-code of PSO algorithm for this problem 

solution 

1.Initialize parameters  

(                                                        ,

     ) 
2. Uniformly randomly initialize each    in the population  

                           
              

(49) 

3. define initial velocities randomly for each particle  

          (50) 
4. the fitness evaluation of each particle with the Cost function 

(51) 

                      ∑   

 

   

     (51) 

   (Note that   is a great value coefficient, to illustrate better 

constraint (47) in (46)). 

                         (52) 
5. define       and       in population and time slot (   (in this 

paper is the minimum case) 

6. while              do 

7.    for       

8.        for             

9.             Update velocity  

                              
                    
                 

                    
              

(53) 

10.             Update variable  

                                    (54) 
11.          over merge checking 

                                    (55) 
                                   (56) 

12.           Compute the fitness values of new particle    with the 

Cost function (51) 

                               (57) 
13.  If new particle value from (57) is better than       and       

is better than       ,  

               Define new    as an optimal variable. 

if                            
                              
             if                           
                                 
             End if 
       End if 

(58) 

14.           update decreasing coefficient   

          (59) 
15.    End (for  ) 

16.        End (for  ) 
17.                         
18. End (while) 

4-2- The Problem Solution Based on SQP 
To prove the performance of first algorithm, and also 

because the problem is convex, we use another algorithm 

named SQP. In addition, the time complexity of PSO is 



    

Akhondi, Karami & Najimi, A New Power Allocation Optimization for One Target Tracking Problem in Widely Separated.. 300 

usually high and the SQP has less time consumption, we 

prefer to utilize SQP and compare these two algorithm 

results for our power allocation problem.  

The structure of SQP algorithm for nonlinear problem is 

described as [24]: 

Min:       (60) 

s.t:                         (61) 

     =0,                  (62) 

             (63) 

Where,   denotes an objective function,   and   show the 

inequality and equality function and      and   are twice 

continuously differentiable.   is the favorable variable 

matrix and it is limited by upper and lower bound    and  

   . 
   and      are the Lagrange coefficients. Consider the 

below QP sub-problem as a direct extension of 

QP(      : 

             (  )
 
   

 

 
   

   
             

   
(64) 

               ( 
 )

 
  =0                 (65) 

          ( 
 )

 
  =0                 (66) 

(53) is named as QP(           and             
                  . 

In this paper, problem (46) is the objective function and 

   is our favorable variable. (46) is    in (60) and P in 

(46) is   in (60). By supposing  ∑   
 
          , we 

can say that      in (61) is equal to ∑   
 
       in our 

problem. Fig.2 shows the flowchart of SQP algorithm 

which is used in this paper. 

 
 

Fig.2. The Flowchart of SQP Algorithm for Solving the Problem of this 

Paper 

5- Simulations 

We perform some experiments to evaluate the proposed 

power allocation scheme. All the simulations are 

performed by Matlab software. In this paper, two 

symmetric and one asymmetric geometrical antenna 

placement scenarios are considered to illustrate the effect 

of antenna placement on tracking performance. Fig. 3 

shows these two symmetric schemes for a MIMO radar 

with     and     . To analyze the effect of the 

number of antennas on target tracking performance, it is 

considered another symmetric scenario with   
  and     . Fig.4 shows this antenna placement 

geometry. 

In symmetric cases, all antennas have ten kilometers 

distance from the origin.     equals         . The carrier 

frequency is considered 9   .    
  is supposed random 

and unknown parameter and in each transmit-receive path, 

it is different (in other research, for simplicity, it is usually 

considered one and known).       and       . The 

initial value for target location and velocity in   and   axis 

is [500  1000  50
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].             and      

     (watt). 
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Fig.4 Symmetric Antenna Geometry Placement (       ) 

In Fig.5. We consider asymmetric antenna placement for a 

MIMO radar with (        . 
Case5 

  

Fig.5 Asymmetric Antenna Geometry Placement (         

 

To evaluate the proposed power allocation scheme for 

target tracking in widely separated MIMO radar, first, we 

apply PSO algorithm and extract the results. In Fig.6, the 

transmit power percentage of each transmit antenna in five 

considered cases (1 to 5) is shown. We can realize from 

Fig.6 that by moving the target toward the transmit 

antenna, the more power is allocated to that antenna. 

Therefore, in Case1, the transmit antenna 1and 4, in Case2, 

the transmit antenna 1and 2, in Case3, the transmit antenna 

1and 6, in Case4, the transmit antenna 1and 2, and in 

Case5, the transmit antenna 1 and 6, take more power to 

have a better target tracking performance. In symmetric 

Cases (1 to 4), if the target is placed in (0,0), the power is 

equally distributed among  transmit antennas. 
Case1 
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Fig.6. Each Transmit Antenna Power Percentage in Five Cases in 

Different Timeslots (based on PSO-based PP strategy) 

 

Fig.7 illustrates that the proposed power allocation 

strategy (based on the PSO algorithm) has better 

performance and the less CRB of target tracking error than 

other schemes such as uniform and random power 

allocation. We can see this priority in all cases (Case1 (a), 

Case2 (b), Case3 (c), Case4 (d), and Case5 (e) in Fig.7). 

By attention to this figure, we can realize that by 

increasing the number of antennas, the performance is 

growing and the target tracking error is decreasing. In 

addition, by comparing Case3 and Case4 (symmetric 

geometry) with Case5 (asymmetric geometry), it is 

obvious that the symmetric configuration has better 

performance. (Note that in the all figures and scenarios, 

the unit of CRB and MSE is   ). 
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(c) 

 
(d) 

 
(e) 

Fig.7. The Proposed Power Allocation Scheme (based on PSO) 

Comparison with Random and Uniform Power Allocation Schemes in the 

all Five Cases  

 

To verify the accuracy of the proposed target tracking 

schemes, Fig.8 illustrates the tracking MSE and joint CRB 

in five Cases. The MSE is calculated as: 

     
 

   

 ∑         (  

   

   

  ̂ 
 
) (    ̂ 

 
)
 
  

   

(67) 

Where     is the Monte Carlo number and  ̂ 
 
 is the state 

estimate in the  th cycle. The joint CRB and MSE results 

in Fig.8, shows that the proposed tracking scheme results 

is close to actual conditions. This is true in the all five 

cases.  

 
Fig.8. Tracking Errors in Five Cases with Proposed Target Tracking 

procedure (based on PSO) 
 

In addition, Fig.8 shows that Case3 has the least tracking 

error and it is the best case. And also, the asymmetric 

Case5 has the better performance than Case1 and Case2 

because the number of antennas in this case is more than 

those two cases. But in equal number of antennas, the 

symmetric Cases (Case3 and Case4) has the less target 

tracking error than asymmetric Case5. In Fig.9. we 

compare the joint CRB of the tracking error of the 

proposed power allocation scheme (based on PSO) is 

compared with the Exhaustive search method [16], which 

is the best algorithm for finding the result because it 

considers all possible conditions. This comparison is 

performed the best Case, Case3. 

 
Fig.9. The Proposed Power Allocation scheme in Target Tracking (based 

on PSO) and Exhaustive Search Performance Comparison in Case3 

 

By attention to Fig.9, it is clear that the proposed scheme 

result (based on PSO) for Case3 is near to the Exhaustive 

search method. This can prove the accuracy of the 

proposed strategy. However, the Exhaustive search has a 

high computational complexity and it takes about 49583 

seconds. However, the proposed scheme (based on PSO) 

takes 804 seconds. The simulations are run in the system 

with Intel(R) core(TM) i7-3612QM CPU @2.1GHz and 6 

GB RAM. In addition, the number of possible variable    

for exhaustive search equals 5. To verify the proposed 

scheme (based on PSO) results, we repeat the experiments 

with SQP algorithm. We use this algorithm for the best 

Case in the previous experiment, Case3. Fig.10 shows the 

joint CRB of tracking error in the proposed power 

allocation scheme (based on SQP) with uniform and 
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random power allocation strategies and also the proposed 

scheme based on PSO algorithm. This figure illustrates 

that the proposed scheme based on SQP has the best 

performance. But its results are very close to the proposed 

schemes based on PSO. This proves that our proposed 

scheme has high accuracy and performance. 

 
Fig.10. The Comparison of the Proposed power Allocation Scheme in 

Target Tracking (based on SQP) with Other Strategies in Case3 

 

It should be emphasized that although the two SQP and 

PSO algorithm has the near performance for our proposed 

power allocation scheme in target tracking problem, but 

SQP has the less computational complexity than PSO and 

it takes 56.8612 seconds. Therefore, it is applicable in real-

time scenarios. In Fig.11, the joint CRB of target tracking 

error of the proposed scheme (based on SQP) is compared 

with MSE. This shows that two results are near to each 

other. Therefore, the SQP based scheme is also close to 

real condition. 

 
Fig.11 Target Tracking Error Evaluation in Case3 with Proposed Target 

Tracking Procedure (based on SQP algorithm) 

6- Conclusions 

The researchers should emphasize more in power 

allocation strategy on MIMO radar with widely dispersed 

antennas. Based on the limitations in the total power in the 

MIMO radar, the power allocation is critical. 

 In this manuscript, the power allocation scheme 

performance in widely separated MIMO radar is 

investigated. A complex Gaussian random RCS with 

different variance in each transmit-receive path is 

supposed. And also it is considered an unknown 

parameter. These are not considered in other papers and 

this condition is near to real. The simulation results prove 

that these assumptions enhance the radar performance. 

Applying joint estimation of target velocity and position 

tracking error and also adding RCS estimation to the 

estimation state vector helps to improve the performance 

of this kind of MIMO radar. In simulations, five different 

Cases with symmetric and asymmetric antenna placement 

are considered to evaluate the proposed power allocation 

scheme for the target tracking problem in considered 

MIMO radar. This paper aims to form the power allocation 

scheme to minimize the tracking errors subject to the total 

transmit power and transmit power of each transmit 

antenna limitation. We proved that this problem is convex 

and used PSO and SQP algorithms to solve it. The 

simulation experiments are performed in various scenarios 

and the simulation proves the accuracy of the proposed 

scheme. 
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Appendix I. 
If we do not consider noise, we will have          
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Based on the paper assumptions and Appendix II and by 

considering (          : 
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And also     ,     ,and    are obtained in the same 

method as: 
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Since we want to compute FIM and we can choose greater 

value, and for simplicity we choose 
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Appendix II. 
If the signals are orthogonal [24], they may have the below 

conditions: 
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Appendix III. 
we should check the convexity of (46). First, we simplify 

the problem: 

(C.1) 
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The objective function is as         
       . For proof the 

convexity, if we suppose objective function as     , by 

choosing two value    and     then we should be have 

                                  [25]. 
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Since the objective function is as           , for proof 

convexity, the   should be affine [28]. First, we 

investigate the convexity of ∑ ∑         
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Therefore,   
      is convex.For the next part: 
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Therefore, with respect to the value of    and parameters 

of our problem, the condition                 is 

satisfied for (C.5) and we will have: 
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(C.6) 
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Therefore        is also convex. Then we can conclude 

that       is convex and in result, our problem is convex. 


