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Abstract  
Cloud computing and fog computing are deployed as computing storage and services for the end-users. Fog computing 

promotes task performance through storage, computing, and networking services. Instead of taking place in centralized cloud 

computing data centers, these services can be provided via near-edge devices. Efficient load balancing in distributed 

computing systems has been the main challenge. The load balancing algorithm has an important role in enhancing the Quality 

of Service (QoS), throughput, and resource utilization and diminishing the potential cost and its strategy and architecture 

completely depend on the centralized or distributed architecture of the system and the type of requests. Cloud computing and 

fog computing use centralized and distributed architectures, respectively. The load balancing algorithm in these two 

environments cannot be the same. Meanwhile, the demand for near real-time processing requests is drastically increasing; 

load balancing should be able to handle real-time requests. This paper reviews and investigates the modern and diverse load 

balancing aspects of fog and cloud computing systems. We also categorize the load balancing algorithms in cloud and fog 

computing: meta-heuristic algorithms, heuristic algorithms, learning algorithms, and customized algorithms. We propose 

different research classes about the algorithm's type, objectives, simulation tools, and so forth. This review demonstrates that 

the most prevalent categories of methods used in load balancing in fog and cloud computing are custom approaches and meta-

heuristic algorithms, respectively. While the most renowned load balancing algorithms have not yet succeeded in fog 

environments, meta-heuristic algorithms have shown their competence in cloud environments impeccably. 
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1- Introduction 

Today, the dramatic development of IoT and mobile 

internet has caused both objects and people to connect to the 

internet anytime, anywhere. The substantial number of 

devices connected to the internet has led to tremendous 

data. Due to this vast amount of data, current processing and 

storage equipment cannot meet people's demands, making 

it difficult to manage them with current technology, 

including distributed systems and cloud computing. 

Cloud computing is a suitable option for data processing 

because of its high storage and processing potential. 

Nonetheless, this processing pattern is centralized, and all 

processing of tasks must be performed literally in a cloud. 

It means that all requests are sent to a centralized cloud. The 

centralized point is a challenging issue in cloud computing 

because processing resources are not proportional to the 

network bandwidth [1]. 

In some applications of IoT, intelligent traffic control 

systems, smart homes, health-related systems, smart 

networks, and many other delayed-sensitive systems, we 

require low latency and mobility. Therefore, the delay is not 

acceptable to the system caused by exchanging the data with 

a centralized cloud [2]. 

Some cloud decisions can be calculated and implemented 

locally without being transmitted to the cloud, and the near 

real-time decision-making process cannot tolerate delay. 

Thus, Fog computing is a promising solution to support: 1) 

computational demand in real-time and sensitive 

applications, 2) delays in IoT and geographically distributed 

devices, 3) high-density network challenges, 4) long service 

delays, and 5) reduced quality of service [1]. 

Fog computing is a distributed computational model. This 

computational model places many heterogeneous network-
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connected devices at the network's edges to provide services 

such as processing, network communication, and storage in 

a comprehensive manner. Thus, fog computing improves 

the system's overall performance. Fog computing responds 

effectively to near real-time applications and improves 

latency and bandwidth.  

To assist future load balancing researchers in fog 

computing, we surveyed convergence fog, cloud 

computing, the various infrastructures, mechanisms, and 

existing algorithms in load balancing. This paper provides 

a new classification of load balancing algorithms in cloud 

and fog environments. 

In sections 2 and 3 we go through fog and cloud computing 

definitions with various infrastructures, platforms, and 

technical aspects. In section 4, diverse load balancing 

techniques, their advantages, and load balancing metrics are 

presented. Section 5 is devoted to various classifications of 

load balancing algorithms. Section 6 gives different 

analyses of the research done, based on different categories, 

and finally, section 7 is the conclusion. 

2- Cloud Computing  

This section studies computational infrastructure and 

platforming aspects of cloud computing. 

2-1- Definition 

Cloud computing, as described by the National Institute of 

Standards and Technology (NIST), is a technology model 

which facilitates "convenient, resource pooling, ubiquitous, 

on-demand access which can be easily delivered with 

different types of service provider interaction." 

2-2- Cloud Computing Infrastructure  

Public cloud: Public cloud gives open and unrestricted 

access to infrastructure to the public [2],[3]. Private cloud: 

When computing takes place inside the data center, it is a 

private cloud. Community cloud: This model allows the 

cloud resources to be shared and utilized by more than one 

organization simultaneously. Virtual private cloud: It is a 

semi-private cloud deployment model with less 

infrastructure. Hybrid cloud: It is a combination of two or 

more clouds (public, private, or community) [3]. 

2-3- Service Models in Cloud Computing 

IaaS (Infrastructure as a Service): [4] 

PaaS (Platform as a Services): [4] 

SaaS (Software as a Service): [4] 

CaaS (Computing as a Service): [5] 

SECaaS (Security as a Service): [5] 

3- Fog Computing  

This section studies computational infrastructure and 

platforms, features, and architecture of fog computing. 

3-1- Definition 

Fog computing is a model with constraints on storage, 

computing, and distributed network services between 

different devices and classic cloud computing [6]. The 

OpenFog Consortium elucidates fog computing as a 

system-level horizontal architecture, distributing storage, 

computing, control, and networking resources and services 

along the spectrum from cloud to things. 

3-2- Fog Computing Infrastructure 

According to the definition in [7], fog infrastructure has 

four types: private fog, public fog, community fog, and 

hybrid fog.  

Private fog: Created and owned by an organization, a 

third party, or both, a private fog is deployable off or on-

premises. While the fog is managed and operated by its 

owner, a single organization offers the resources 

exclusively (e.g., business units). 

- Public fog: Created and owned by a government 

organization, company, academic institute, or a mixture, a 

public fog is deployed on the properties of the providers. 

While the fog is managed and operated by its owner, the 

general public offers the resources for open use.  

- Community fog: Created by one or many organizations 

in a community, a third party, or an amalgamation of them, 

a community fog may be deployed off or on-premises. 

While the fog is maintained and operated by its creator(s), 

the resources are offered exclusively to consumers of a 

particular community of organizations with shared 

incentives. 

- Hybrid fog: A type of fog computing that integrates a 

private/public cloud (i.e., a hybrid cloud) with a 

private/public/community fog, that can be proper due to the 

physical resource restraints. Consequently, this platform is 

extended in a scalable architecture as a hybrid cloud, that is 

elastic, scalable, and with available on-demand resources 

[7]. 

3-3- Service Models 

Depending on who provides infrastructure, platform, or 

software, fog computing platforms can be classified as 

high/low-level virtualized resources in three different 

categories [7]. We classify fog computing workloads into 

static and dynamic ones—the last of which contain some 

metrics like the user, location, and time. In Figure 1, fog 

computing's service model is presented. 
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Fig. 1  Service model in fog 

3-4- Characteristics of Fog Computing 

According to the definitions of fog-based computing, a 

prominent aspect of this computational model is the 

proximity of resources to end devices (sensors/Internet of 

Things devices), which is one of the highlights compared to 

other computational models. Other fog computing aspects 

include real-time interactions, low latency, mobility, 

interoperability, scalability, geographical distribution, 

heterogeneity, security, low bandwidth consumption, and 

low energy consumption [6]. 

Fog-based processing is a new paradigm that tries to 

expand cloud computing capabilities at the network's edges. 

Performing a task via cloud computing may take a long 

time, especially when the network delay is high or the 

client's load is exceeded. 

This case is more sensible in mobile devices because the 

wireless network delay is higher due to the relatively lower 

bandwidth. Therefore, researchers advanced the fog 

computing pattern to solve the problems regarding mobile 

devices. This computational model can improve 

performance while reducing energy consumption in 

environments where mobile devices are available [1]. There 

are some fog-based hierarchical architectures that add a 

layer of fog in the middle of cloud centers and end devices. 

Figure 2 shows the fog-based hierarchical architecture. 

4- Load Balancing 

Currently, load balance is a significant challenge in cloud 

computing. There are many requests from thousands of 

users and customers that need a lot of hardware and 

bandwidth. A load balancer helps to allocate the workload 

between different nodes and guarantee that no nodes are 

overloaded. A load-balancing algorithm's aim is improving 

the response time by using available resources. Other goals 

of load balancing algorithms are reducing computational 

time, increasing throughput, reducing error tolerance and 

execution time, and so on. 
 

 
Fig. 2  Fog-based hierarchical architecture 

4-1- Advantages of Load Balancing  

Load balancing the system's workload improves all 

computational nodes' efficiency, thus improving its overall 

efficiency. Some significant advantages of load balancing 

are as follows [7], [8]: 

• The task of waiting time is reduced. 

• The task of response time is minimized. 

• The exploitability of system resources is maximized. 

• The system throughput is maximized. 

• The readability and stability of the system are improved. 

• It accommodates future modifications. 

• Prolonged starvation is avoided for small jobs. 

• In load balancing, overall system performance is enhanced 

by improving the performance of each node. 

4-2- Load Balancing Metrics 

Some important load balancing metrics are throughput, 

response time, scalability, resource utilization, fault 

tolerance, migration time, performance, overload, and 

energy consumption. 

4-3- Types of Load Balancing Algorithms 

Contingent upon the initiation of the process, load balancing 

algorithms are categorizable as follows: 

• Sender-initiated: In this type, the sender initiates the 

process. The sender sends request messages until it finds a 

receiver accepting the load [9]. 

• Receiver-initiated: In this type of description algorithm, 

the process is initiated by the receiver, where it sends 

request messages until a sender able to get the load is found 

(a node that is under-loaded) [9]. 

• Symmetric: This type is an amalgamation of sender-

initiated and receiver-initiated algorithms [9]. 

Subject to the system's current state, load balance 

algorithms may be categorized into dynamic and static as 
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well [10]. Figure 3 depicts the taxonomy of load balancing 

algorithms. 

 
Fig. 3  Taxonomy of load balancing algorithms 

4-4- Load balancing in cloud computing   

Load balancers are advantageous to cloud environments in 

which massive workloads overloading a single server is 

highly likely; hence, many high-level services will be 

unavailable, and thus, adversely affecting both response 

time, service reliability, and Service-Level Agreement 

(SLA)—all of which are critical to business processes. 

4-5- Load Balancing in Fog Computing  

In fog computing, data sent by IoT devices/sensors is 

transferred to the fog nodes. Due to the high rate of data 

generation, some fog nodes get overloaded; hence, a load 

balancer should be used to offload the tasks to the nodes that 

are less overloaded [11]. 

5- Classification of load Balancing Algorithms 

in Fog and Cloud Computing 

Load Balancing (LB) is NP-Pharisees., and finding real 

solutions for NP-hard algorithms is too costly. Due to the 

Non-deterministic of this problem, various methods have 

been used to balance the load among cloud and fog nodes. 

In this section, as shown in Figure 4, we classify load 

balancing algorithms into 4 groups: Meta-heuristic 

algorithms, Heuristic algorithms, Algorithms employing 

machine learning, and Custom algorithms. 

 
Fig. 4  Classification of load balancing algorithms and some of their 

examples 

5-1- Meta-Heuristic LB Algorithms 

In this section, we review several different load balancing 

strategies. Meta-heuristic methods—taking inspiration 

from nature or biological behaviors—consider some of the 

optimization hypotheses meta-heuristic methods, rather 

than heuristic algorithms, require more time to obtain the 

final solution. Amongst the meta-heuristic algorithms are 

the Hill-climbing algorithm, Honey-Bee algorithm, Particle 

Swarm Optimization (PSO) algorithm, Simulated 

Annealing (SA) algorithm, Genetic Algorithm (GA), and 

Ant Colony (ACO) algorithm.  

5-2- Classification based on Meta-Heuristic Algorithms 

in Fog Computing 

PSO algorithm, which is a meta-heuristic algorithm, has 

been used in papers [12], [13], [14]. The authors in [12] 

applied a new architecture based on SDN networks in the 

fog/cloud environment called SDCFN to obtain the desired 

load balance and reduce the distance between intelligent 

vehicles by virtue of PSO. [13] provides a model based on 

load balance and energy-aware planning in the fog 

environment to solve energy consumption issues in smart 

factories. The PSO algorithm is used to prioritize the 

workload. [14] presents a fog/cloud-based approach to 

reduce processing time and response time. It uses PSO-SA 

algorithms to properly allocate requests (virtual machines) 

and balance loads between virtual machines. [15] uses four 

load balancing algorithms, Throttled, PSO, RR, and Active 

VM Load Balancing (MLB), and four-layered architecture, 

to manage users' requests for electricity and reduce energy 

consumption. 

[16] proposes a new algorithm for task scheduling with 

the tasks being modeled with a directed acyclic graph G(V, 

E), where V are the tasks with their respective weights 

indicating their execution times, and E are the prerequisite 

relations between the tasks, with their respective weights 
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indicating the communication cost of sending a message 

between two tasks. The authors use the Genetic algorithm 

to obtain the initial population as answers to the task 

scheduling problem, and further, use the PSO algorithm to 

find the optimal solution. They have used a novel cost 

function based on these two algorithms to measure task 

execution time on available resources and their method 

shortens the length of the critical path and reduces the 

communication costs among the processors. 

The Honey-Bee algorithm is another meta-heuristic 

algorithm used in papers [17] and [18]. [17] advances a new 

architecture to balance the traffic load. This load balancing 

method is decentralized, which helps achieve a load balance 

between virtual machines in the fog environment. By 

applying the honey bee algorithm and proposing a new 

architecture, it allocates resources optimally. [18] have used 

the Honeybee algorithm to prioritize user requests, 

minimize energy consumption, and reduce execution time 

applications. 

The Hill-Climbing algorithm, which is in the category of 

meta-heuristic algorithms, is used in paper [19] to balance 

the fog computing load by managing the request load from 

consumers to the appropriate virtual machines. Optimal 

load balancing is a significant matter in fog computing 

using tabu search fog computing for load balancing [20]. 

The paper [21] uses ACO and PSO algorithms to 

efficaciously distribute load balance among the fog nodes.  

5-3- Classification based on Meta-Heuristic Algorithms 

in Cloud Computing 

The Ant Colony algorithm, categorized as a meta-heuristic 

algorithm, is used in papers [22], [23], [24], [25] to balance 

the cloud computing load. The paper [22] analyzes the 

performance of four load balancing algorithms which were 

inspired by nature, to find data center processing time 

(DCPT) and total response time (TRT) in the cloud 

environment. The paper [23] proposed a meta-heuristic 

approach to the ant colony optimization algorithm. This 

algorithm solves the task scheduling problem by focusing 

on minimizing the makespan/computation time only on two 

objectives. The paper [24] has proposed a modern 

distributed VM migration strategy named ACO-VMM with 

high scalability and reliability. Moreover, to find the near-

optimal mapping between virtual/physical machines, they 

propose two approaches inspired by two traversing 

strategies for ants. The paper [25] advanced a new 

algorithm based on improved ant colony optimization to 

ameliorate the process of allocating resources and guarantee 

the quality of service. The Honey-Bee and Cuckoo 

Optimization Algorithm (COA) algorithms are the meta-

heuristic algorithms used in these papers [26] and [27]. 

[28] proposes a load balancing algorithm focused on 

saving energy by mimicking the life of a bird family called 

cuckoos (COA). Cuckoos raise their young by laying eggs 

in the roosts of other birds with similar eggs. Using COA, 

over-utilized hosts are detected, and afterward, some VMs 

are chosen for migration from these hosts to others. The 

paper [26] advanced a new efficient load balancing 

algorithm based on bee colonies, in which the tasks 

removed from overloaded VMs and under-loaded VMs are 

regarded as honey bees and food sources, respectively. The 

effort of this technique is to reduce response time and the 

number of task migrations. 

The paper [27] proposed a novel modified Artificial Bee 

Colony (ABC) method named Mutation Based ABC 

(MABC). This algorithm highlights the procedure of 

detecting under-utilized available servers in the provided 

data centers. In line with that, the paper [29] introduces the 

integration of the swarm intelligence algorithm in an 

artificial bee colony with a heuristic scheduling algorithm 

named Heuristic task scheduling with Artificial Bee Colony 

(HABC). 

[30] proposes a new version of the meta-heuristic Grey 

Wolf Optimization (GWO) algorithm, which mimics the 

hunting behavior of grey wolves, with alpha wolves as 

leaders, and beta, delta, and omega wolves in the next ranks, 

forming a hierarchy. The authors model the nodes (VMs) in 

a cloud infrastructure as preys for a pack of wolves. Using 

a load threshold and based on estimated loads, they try to 

find under loaded nodes and recommend them to the server. 

Their method outperforms PSO, ABC, and GA in terms of 

makespan, cost, response time, and resource utilization. 

The Water Wave Algorithm (WWA) algorithm is another 

meta-heuristic algorithm used in the paper [31]. The paper 

aims for resource scheduling in the cloud environment. 

The PSO algorithm is another meta-heuristic algorithm 

used in papers [32] and [33]. The algorithm is based on the 

heuristic optimization technique and used for analyzing the 

optimal path of solution space; while putting upload on a 

specific VM for processing of resources, it moves along all 

the VM and determines the optimal machine to put the load. 

The paper [32] introduced a load balancing strategy by 

using revised PSO task scheduling (LBMPS). The paper 

[33] proposed a new multi-criteria optimization technique 

for the weighted task scheduling that is called PSO based 

αPSO-TBLB (Task Based Load Balancing) load balancing 

method. 

The genetic algorithm, which is a meta-heuristic 

algorithm, has been used in the paper [34]. The idea behind 

considering the priority is real-world virtualization. The 

authors advanced a policy for cloud task scheduling based 

on the load balancing Enhanced Genetic Algorithm (EGA). 

This algorithm schedules VMs in a way that load balancing 

is achieved, and the need for VM migrations is reduced due 

to its smart way of allocating VMs to physical machines 

using the fitness function. Table 1 mentions the prominent 

meta-heuristic solutions to the load balancing problem. 
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Table  1: Meta-heuristic load balancing algorithms 

Target 

Service 
Testbed/Sim. Technique Objective Author(s) 

Cloud Cloudsim GWO algorithm 
Improve makespan utilization and reduce 

response time 

Sefati and Mousavinasab 

2022 [30] 

Fog MATLAB ACO and PSO algorithms Improve response time Hussein et al. 2020 [21] 

Fog Cloud Analyst 
PSO and Simulated 

Annealing algorithms 

Improve response, processing, and 

execution time  
Bukhsh et al. 2018 [14] 

Fog 
Cloud Analyst 

& Java  
Hill-Climbing algorithm 

Improve response time, processing time, 

and delay 
Zahid et al. 2018 [19] 

Fog Cloud Analyst 

Round Robin, PSO, 

Throttled, and Active VM 

load balancing algorithms 

Improve response time and delay Abbasi et al. 2018 [15] 

Cloud Cloud Analyst 
ACO, PSO, GA, and 

WWA algorithms 
Improve TRT and DCPT 

Arulkumar and N. Bhalaji 

2020 [22] 

Cloud Cloudsim 
ABC and heuristic 

scheduling algorithms 

Maximize productivity and minimize 

total makespan 

Kruekaew and Kimpan 

2020 [29] 

Fog MATLAB Honey-bee algorithm 
Minimize energy consumption and 

execution time 

Sharma and Saini 2019 

[18]  

Cloud 
Cloudsim & 

JSwarm 
PSO algorithm 

Minimize the task execution and transfer 

time 
Alguliyev et al. 2019 [33] 

Fog Cloudsim Tabu-search algorithm 
Minimize memory consumption and 

computational costs 
Tellez et al. 2018 [20] 

5-4- Classification based on Heuristic Algorithms 

Heuristic methods are a collection of constraints aimed at 

finding a suitable solution to a specific problem. Heuristic 

algorithms offer an approximate solution to the best 

solution. 

5-5- Classification based on Heuristic Algorithms 

in Fog Computing 

The Breadth-First Search (BFS) and Best Fit Decreasing 

(BFD), which are heuristic algorithms, are used in the 

papers [35] and [36], respectively. [35] proposed a secure 

method for load balancing and assigning tasks in edge data 

centers (EDC). Edge data centers are placed midst the cloud 

data centers and reduce network congestion, and delay by 

processing user requests and data in a near real-time—

breadth-first search algorithm deployed to balance the 

workload. In this paper, the major objective is to load 

balancing between different types of computational nodes. 

First, [36] proposed a model for load balance in the 

fog/cloud setting. They considered a heuristic method for 

proper planning and location of virtual machines with 

virtual machine migration. 

The Min-Min and the Max-Min algorithms are static load 

balancing algorithms classified as Heuristic algorithms. The 

paper [37] uses this algorithm. The authors proposed a 

central load balancing policy in the fog computing setting. 

In this paper, a Min-Min algorithm, a simple and easy 

algorithm, is used to balance the load of requests. Resources 

are classified as reliable and unreliable in the fog layer. The 

paper [38] proposes three heuristic algorithms that carry out 

load balancing among Micro Data Centers (MDCs): 

minimum load, minimum distance, and Minimum Hop 

Distance and Load (MHDL). 

5-6- Classification based on Heuristic Algorithms 

in Cloud computing 

As mentioned, Min-Min and Max-Min are static load 

balancing algorithms which belong to the class of heuristic 

algorithms. The papers [39], [40], [41] use these algorithms. 

In the article [39], Min-Min and Max-Min load balancing 

algorithms were analyzed. The Min-Min algorithm 

prioritizes tasks with smaller resource demands and 

minimum completion times when allocating the resources. 

The paper [40] proposed a new load balancing algorithm, 

which combines Max-Min and Round-Robin algorithm 

(MMRR) to assign virtual machines to different userbase 

requests. 

The authors in [42] propose a solution to load balancing in 

big data applications performed on clouds. They provide 

two mathematical optimization models, one to find a host 

machine with the maximum number of available resources, 

and another, for task scheduling. With the aim of reducing 

execution response time, their load balancer, based on the 

Hill-climbing algorithm, carries out resource allocation and 
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task scheduling. The key point of their solution is 

considering a deadline in model optimization for task 

scheduling and execution that distinguishes the proposed 

algorithm from existing ones. Their solution transcends 

FIFO, Round-Robin, MET, Min-Min, Max-Min, Genetic, 

ESCE, and Throttled algorithms in response time and 

turnaround time. 

The paper [41] proposed a Max-Min scheduling 

algorithm. The proposed MMSIA algorithm uses the 

"learned learning" machine learning to improve requests' 

completion time by clustering requests' sizes and the 

utilization percent of VMs. Table 2 mentions important 

heuristic load balancing approaches. 

 
Table  2 : Heuristic load balancing algorithms 

Target 

Service 
Testbed/Sim. Technique Objective Author(s) 

Cloud Cloudsim Hill-climbing algorithm Reduce execution response time Aghdashi and Mirtaheri 2021 [42] 

Cloud Cloudsim Max-Min algorithm 
Improve response time and cost-

effectiveness 
Moses et al. 2020 [40] 

Fog iFogSim MHDL algorithm Improving response time Singh and Auluck 2019 [38] 

Cloud Cloudsim Max-Min algorithm Improve completion time Hung et al. 2019 [41] 

Fog Cloudsim BFD algorithm 
Improve load balance among 

computational nodes 
Xu et al. 2018 [36] 

Fog Cloud Analyst Min-Min algorithm Improve response time Manju and Sumathi 2018 [37] 

Fog MATLAB BFS algorithm Improve delay and response time Puthal et al. 2018 [35] 

Cloud Cloudsim 
Min-Min & Max-Min 

algorithms 
Improve makespan 

Gopinath and Vasudevan 2015 

[39] 

5-7- Classification based on Machine Learning 

Algorithms 

Using machine/deep learning (neural networks) techniques, 

we can obtain accurate predictions with data trained in 

different situations and virtual machines in cloud and fog 

environments. It is also possible to host a virtual machine in 

a much shorter time. Among the methods used in this type 

of technique, we can mention KNN, Q-learning, ANN, and 

so on. 

5-8- Classification based on Machine Learning 

Algorithms in Fog Computing 

Q-learning algorithm, which is one of the machine learning 

techniques, is used in the paper [43] to improve response 

time, delay, and energy consumption. An algorithm is 

needed to balance the load due to the uncertainty related to 

user requests and different computing capacities—I have 

used an algorithm based on reinforcement learning. As 

mentioned, the technique of artificial neural networks, 

which is one of the methods based on machine learning, has 

been used in [44]. The authors in have used a four-layer 

architecture to minimize delays and energy consumption, 

load balance, and optimally assign and schedule the task in 

the fog environment. 

5-9- Classification based on Machine Learning 

Algorithms in Cloud Computing 

Clustering or cluster analysis, which is one of the machine 

learning techniques, is used in the papers [45], [46], [47], 

[48], [49]. In the paper [45], a new heuristic method named 

LB-BC (Load Balancing based on Bayes and Clustering) is 

proposed. The LB-BC method uses the Bayes theorem to 

acquire the posterior probabilities of every candidate 

physical host. 

The article [46] advanced an algorithm for cluster-based 

load balancing that performs adequately in heterogeneous 

node environments. This algorithm takes into consideration 

the tasks' resource-specific requirements and reduces the 

overhead cost of scanning by dividing the machines into 

clusters. 

The article [47] introduces an algorithm able to provide 

more fine-tuned analytical data using machine learning 

methods, which can form the load scheduling mechanism. 

The algorithm is based on dynamic load balancing. 

The paper [48] presents a method for accelerating the 

training of a distributed machine learning model based on a 

cloud service. The authors proposed a load balancing 
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method called fast adaptive reassignment (AdaptFR). The 

paper [49] proposed a strategy based on a machine-learning 

algorithm for intelligent VM scheduling that tries to attain 

load balancing of the cloud data center. Table 3 shows the 

load balancing approaches which employ machine learning. 

 
Table  3 : Machine learning load balancing algorithms 

Target 

Service 
Testbed/Sim. Technique Objective Author(s) 

Fog - 

Q-learning algorithm, Using 

three load transfer models for 

testing 

Minimize latency, response time, and 

overload (extra cost) 
Baek et al. 2019 [43] 

Fog iFogSim 
Artificial Neural Networks 

(ANN) 

Improve response time, latency, 

energy consumption, load balance rate 
Sharma and Saini 2019 [44] 

Cloud AWS Dynamic load balancing More efficient load balancing Parida and Panchal 2018 [47] 

Cloud Cloudsim 
Naïve Bayes classification and 

Clustering 

Reduce failed number of task 

deployment events, improve 

throughput and performance of 

external cloud services 

Zhao et al. 2016 [45] 

Cloud Java k-Means clustering algorithm 
Improve waiting time, execution time, 

turnaround time, and throughput 
Kapoor and Debas 2015 [46] 

 

5-10- Classification based on Custom Algorithms 

Custom algorithms are the proposed algorithms by authors 

based on innovative models. By studying the load balancing 

algorithms in fog and cloud, we have faced proposed 

algorithms that are not based on the known models, and the 

model is innovated. To continue, we will mention these 

researches in fog and cloud computing. 

5-11- Classification based on Custom Algorithms 

in Fog Computing 

Categories in fog computing are based on customized 

algorithms, algorithms, or strategies written by the paper 

authors to improve standards such as improved latency, 

response time, power consumption, energy consumption, 

and the like. This category includes techniques such as 

First-In-First-Out (FIFO), Throttled, Equally Spread 

Current Execution Load (ESCEL), Min-Min, and Max-

Min. 

The authors in [50] advance the MOABCQ method, which 

is a multi-objective task scheduling approach using hybrid 

artificial bee colony algorithm along with Q-learning. Their 

method calculates the fitness of the VMs, based on which, 

considers the selection of them. The MOABCQ method 

improves throughput, cost reduction, makespan reduction, 

and resource utilization. 

[51] aims to process and prioritize input requests using the 

queue model under the SLA law. To establish a strategy for 

allocating resources, [36] introduces a dynamic resource 

allocation method named DRAM in the fog network. The 

introduced technique consists of four main parts for load 

balancing among nodes in the cloud and fog platforms. 

DRAM's implementation is such that it allocates the 

resources statically and schedules them in a dynamic 

manner in fog services through identifying the spare spaces, 

global resource allocation based on load balance, 

partitioning the fog service, and static resource allocation 

for the subsets of the fog service.  

The authors in [52] aim to reduce energy consumption, cost, 

and time by making appropriate decisions and scheduling 

load transfer among fog nodes. To optimize and distribute 

the load in fog settings by taking into account specific 

multi-tenancy demands (priority and delay), the authors in 

[53] proposed the Multi-tenant Load Distribution algorithm 

for Fog Environments (MtLDF). 

The authors in [54] proposed an algorithm for load 

balancing in fog computing focused on graph partitioning. 

In their paper, the physical node graph model is viewed as 

a VM graph model. Afterward, depending on the resource 

distance and task load balancing, using a graph partition and 

clustering, the VM node provides services to the user. 

Fog-Based Radio Access Networks (F-RAN) have an 

important role in future 5th generation (5G) cellular 

networks. [55] introduced the concept of virtual FAPs (v-

FAPs), set up by several local IoT devices under the control 

of the FAPs. In this paper, the first authors formulated an 

optimization problem for optimal task assignment to reduce 

the maximum resource costs. Then they present a service 

load balancing algorithm for the v-FAPs to assign 

appropriate tasks. 

Increasing the traffic load in healthcare systems causes all 

the requests to be sent to the main server to be delayed. 
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Delays are intolerable in healthcare scenarios. To alleviate 

this issue, the authors of [56] aim to provide efficient 

resource utilization by conjugating fog computing support 

so that the requests are dealt with by foglets, and only 

crucial requests are sent to the cloud to be processed. 

The authors in [57] proposed an adaptive load balancing 

algorithm called LBA-le (Load Balancing Algorithm for 

IoT communications within e-health environment). The 

proposed load-balancing algorithm is based on integrating 

IoT communication parameters in the flow control process 

supported by the TCP protocol to consider the network 

fluctuations and apply them in the e-health domain as well. 

As the demand for numerous IoT applications increases, fog 

nodes tend to overload, even close to the sensors; hence the 

response time of IoT applications and latency increases. As 

a result, [58] proposed an algorithmic model that takes into 

consideration the dynamics and heterogeneity of 

computational nodes in fog computing. These models 

utilize the predefined policies by the network administrator 

to assign tasks to the most fitting nodes. 

The authors in [59] used comprehensive dynamic resource 

allocation for load balancing. The method used in this paper 

includes the following four phases: 

1. Service partitioning. 2. Gathering spare space details. 3. 

Primary static resource allocation. 4. Dynamic resource 

allocation that secures global load-balancing in the fog 

environment. 

In cloud registering, Load-adjusting is one of the testing 

undertakings. Various load balancing strategies are 

proposed for load adjusting. The authors in [60] proposed a 

heap adjusting calculation. Load adjusting—a dynamic 

strategy—is the system to adjust the heap to the cloud hubs 

so that Computing Communication and Signal processing 

in every hub viably uses the assets and limits the reaction 

time. 

The authors in [61] introduced two new load sharing 

mechanisms, such as adaptive forwarding, and sequential 

forwarding, to offload tasks towards the neighboring nodes. 

The authors in [62] proposed a load balancing technique for 

IoT-Gateways and network links through the use of 

Software-Defined Networks (SDN). The main goal of this 

method is performance improvement in IoT scenarios based 

on fog computing. The authors in [63] proposed LL(F, T) 

power-of-random choices based on distributed peer-to-peer 

load balancing algorithm. 

5-12- Classification based on Custom Algorithms 

in Cloud Computing 

The paper [64] proposed algorithm-based Self-learning and 

Adaptive Load balancer (SSAL). The algorithm focuses on 

data centers' overall throughput optimization in unstable 

environments. In order to estimate the recent capabilities of 

the servers and assign workloads commensurate to the 

current relative potential of the servers, SSAL logically 

splits the time into fixed-length feedback intervals. 

The paper [65] introduces a hybrid strategy for load 

balancing and task scheduling called Dems. The strategy 

embodies three main algorithms: Querying and Migrating 

tasks (QMT), On-Demand scheduling, and Staged Task 

Migration (STM). 

The paper [66] aims to enhance the performance of the 

computing clusters by advancing a combination of 

centralized and decentralized load balancing. In the 

proposed load balancing algorithm, computing nodes notify 

other neighboring nodes of their load and resource usage 

details to determine their relative state. The resource 

availability information and load status of all the nodes in 

each cluster, based on which workload distribution and 

migration come about, are stored in the main node of the 

cluster. 

The paper [67] aims to optimize the load and schedule 

resources for each cloud user request with the efficient 

transformation of the data center by proposing the Fuzzy-

based Multidimensional Resource Scheduling and Queuing 

Network (F-MRSQN) method. The method's major intent is 

to effectively put integrated scheduling and load balancing 

algorithms into use, depending on minimum processing 

time and maximum resource utilization in the cloud 

environment. This method's main objective is to effectively 

utilize combined scheduling and load balancing algorithms 

based on maximum resource usage and minimum 

processing time in the cloud environment. 

The paper [68] presented a new hybrid load balancing 

algorithm, an amalgamation of randomizing and greedy 

load balancing algorithms. The main goal is to improve the 

response time for the user (UserBase) and the processing 

time of the data center. 

The paper [69] advanced a novel mechanism for load 

balancing. This method is used for calculating server 

processing power. It is also able to load and obtain PS 

values, thus reducing the chance of a server being incapable 

of handling excessive computational requirements. 

The authors in [70] advance a model in which, without a 

central node to manage the system load, each individual 

node is responsible to estimate its status based on its 

computing power and the intended volume of load, which 

will classify themselves into nodes with positive load, the 

nodes with less computing power relative to their 

considered load, and nodes with negative load, which will 

undertake extra portions of the positive nodes' load, leading 

to load balance. They also define a parameter entitled 

compensating factor, to address communication delay 

between nodes, which is calculated from each node's 

perspective, and to compensate the effect of external load 

by using information from neighbor nodes status. Their 

simulation results illustrates significant improvement in 

comparison with common distributed load balancing 

approaches in managing dynamic requests. 
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In the paper [71], a load balancing algorithm based on VM 

availability is proposed. In particular, the Availability Index 

(AI) is assessed for all VMs over a specific period, based on 

which the jobs are allotted to the machines. Table 4 

mentions some of recent custom load balancing approaches. 

[72] presents a new mechanism for flow scheduling in cloud 

data centers. This method makes decisions based on flows' 

sizes. Small flows (mice) are sent via the EMCP algorithm 

and big flows (elephant) are scheduled using bidirectional 

search. Their approach can balance the network more 

efficiently than traditional Static, ECMP, and DiFS 

mechanisms. 

5-13- Load Balancing Algorithms in Converged 

Fog and Cloud Computing 

The article [36] advanced a Virtual Machine scheduling 

approach for load balancing in fog/cloud computing. By 

exploiting the VM live migration method, the authors 

design a VM scheduling mechanism through dynamic VM 

scheduling and VM placement. 

The paper [74] introduces a new mechanism for scheduling 

IoT requests using a made-to-order implementation of the 

genetic algorithm (GA) as a heuristic procedure that mainly 

aims to improve the overall latency. The authors study the 

GA and evaluate it on different problems with various sizes 

to estimate the effects of the model with different 

parameters, namely the maximum number of iterations or 

the population size. 

The paper [73] advanced an energy-efficient load balancing 

mechanism for scientific workflows in the fog/cloud 

computing environment along with a load balancing 

algorithm for the fog environment. Load balancing at the 

fog layer facilitates latency reduction, improving the quality 

of service, and using the resources properly. The 

mechanism aims to utilize the resources at the fog layer by 

minimizing the energy consumed by fog resources. 

The authors of [75], proposed different algorithms for load 

balancing, task scheduling, and resource provisioning, and 

they recognized some of their drawbacks for further 

development. They surveyed the fog-integrated cloud 

environment and its 3-layered architecture in their paper. 

The paper [76] advanced a Fault-Tolerant Scheduling 

Method (FTSM) for distributing service requests to ample 

devices in IoT-based fog/cloud environments. The method 

mainly aims to increase the capacity along with reliability 

and reduce the overhead costs and latency of cloud services. 

The paper [77] has proposed a reliable scheduling approach, 

named the Load Balanced Service Scheduling Approach 

(LBSSA), for allocating users' requests to the resources of 

cloud-fog environments. LBSSA mainly aims to achieve 

proper system utilization, high load balancing, and reliable 

service for requests within the necessary limits of response 

times. 

6- Analysis of Research 

In this article, different load balancing algorithms in the 

cloud, fog computing, and convergence environment are 

surveyed and compared. According to the review of 

selected papers, we give different analyses based on 

different categories, algorithm types, the objectives of load 

balancing algorithms, task specifications, selecting a 

suitable location for task execution, and simulation tools. 

The first categorization of the research on the load 

balancing algorithms is based on their type and approach. 

We categorize the proposed algorithms into metaheuristic, 

heuristic, machine learning, and customized algorithms. 

The results show that custom algorithms are proposed by 

most of the authors for fog computing load balancing 

algorithms. In contrast, most authors use meta-heuristic 

algorithms to balance the load in the cloud environment. 

The number of researches on proposing load balancing 

algorithms for converged fog and cloud computing 

environments is not too many yet, and it's a new scope of 

research for researchers in the load-balancing field.  

In the converged fog and cloud computing, we face two 

different architectures, distributed nature of the fog 

computing management model and the centralized nature of 

the cloud computing management model. Since the load 

balancing algorithm is contingent upon the architecture of 

the system, it's a very interesting issue that we can propose 

a load balancing algorithm in the converged system to 

balance the load in all cloud and fog nodes. Based on the 

architectures, there are new issues such as designing 

distributed load balancing algorithms or centralized or the 

hybrid model. 

By categorizing the research based on the type of 

algorithms, in the second level in fog and cloud, 

respectively, we can mention meta-heuristic algorithms in 

fog computing and custom algorithms in cloud computing, 

and in the third level, heuristic algorithms in fog and 

machine learning in cloud environment have been more 

popular. Finally, in the fourth level, the machine learning 

algorithms in fog and heuristic algorithms in cloud 

computing have been used. This issue is depicted using 

Figure 4 and Figure 5. 
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Table  4 : Custom load balancing algorithms 

Target 

Service 
Testbed/Sim. Technique Objective Author(s) 

Cloud Cloudsim ABC and Q-learning algorithms 

Optimize task scheduling, 

maximize VM throughput, create 

load balance based on makespan  

Kruekaew and Kimpan 

2022 [50] 

Cloud & 

Fog 
iFogSim Energy-aware load balancing framework 

Reduce energy consumption, 

optimize resource utilization, 

improve QoS 

Kaur and Aron 2021 [73] 

Fog 
MATLAB & 

Omnet++ 

Sequential forwarding and adaptive 

forwarding algorithms 
Improve response time Beraldi et al. 2020 [61] 

Fog iFogSim & C 

An algorithm to measure patients' heart 

condition, along with an algorithm for 

using fog servers 

Improve latency and reduce traffic 

overhead by improving QoS 
Khattak et al. 2019 [56] 

Cloud MATLAB 

A new decentralized model for 

estimating each node's status and load 

assignment accordingly 

Reducing the search space in the 

load balancing problem, via a 

novel decentralized approach 

Mirtaheri and Grandinetti 

2016 [70] 

 
Fig. 5 Load balancing algorithms in fog computing 

In accordance with this categorization, it can be concluded 

that the famous algorithms have not succeeded yet in 

solving the load balancing issue in fog computing 

environments. But on the other hand, metaheuristic 

algorithms are the most widely used in providing load 

balancing algorithms in cloud computing environments. For 

proposing a suitable algorithm to work efficiently in 

converged fog and cloud computing environments, this 

categorization can help. 

 

 
Fig. 6  Load balancing algorithms in cloud computing 

The second categorization of research is done based on the 

objective of the proposed load balancing algorithms in these 

researches. In fog computing, response time, execution 

time, processing time, delay and latency, throughput, 

computational cost, energy consummation, overload, 

resource utilization, power consummation, and failure rate 

are the most popular objectives in balancing the load of the 

system. Through these objectives, response time is in the 

first rank, and minimizing the delay and latency in the 

second rank is the most popular research objective. The 

statistic chart is shown in Figure 6. 
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Fig. 7  Objective of load balancing algorithms in fog computing 

In cloud computing, Response Time, Execution Time, 

Processing Time, Waiting Time, Throughput, 

Computational Cost, Energy Consumption, Completion 

Time, Makespan, Migration, Accuracy, Resource 

Utilization, Power Consummation, and Failure rate are the 

most popular objectives in designing load balancing 

platform. As mentioned in Figure 7, resource utilization is 

in the first rank in objectives of research and makespan state 

in the second rank. It should be noted that the proposed 

approaches to bring solutions to the load balancing problem 

commonly use random, Google Cloud Jobs (GoCJ), and 

synthetic workloads as their datasets for evaluating the 

above criteria. 

 

 
Fig. 8  Objective of load balancing algorithms in cloud computing 

Based on these statistics, the objective of balancing the load 

in the converged fog and cloud computing settings will be 

a critical challenge. It's possible to select a single objective 

for the whole in the system or have a separate objective for 

the fog and cloud environment. For example, the load 

balancing strategy in distributing the fog-based task can be 

based on minimizing the response time, and the strategy of 

load balancing for the cloud-based tasks can improve 

resource utilization.  

The third analysis is based on the task specification. The 

fog-based tasks have special specifications, and also, the 

cloud-based tasks have their specifications. The load 

balancer  should prioritize the tasks based on their 

specifications to reach the optimum output. Real-time 

nature of tasks, the priority of the tasks regarding the user's 

request, size of tasks, runtime duration of the task, 

computing-intensive tasks, data-intensive tasks, the 

location of requested data by tasks, the I/O requested tasks, 

etc. These are the challenges that the load balancer should 

be able to consider to manage the tasks. Therefore, if we 

have an environment with fog and cloud services, we should 

be able to consider the specification of tasks in deciding to 

run the tasks. 

The fourth categorization of issues is about selecting a 

suitable location for task execution. The load balancer 

should be informed about the nodes' statuses in the system 

to find the location. There are different strategies for 

obtaining this information. However, we can categorize 

them into two strategies, pooling and interrupting. Pooling 

means that the load balancer in different periods asks the 

nodes to send the status of CPU and memory or any other 

needed information from the node to estimate the load of 

the system and madding decisions about migrating the tasks 

to other nodes or not. Interrupting strategy means that the 

nodes send the overloading alarm to the load balancer when 

the resource utilization rate reaches the specified and 

predefined rate. By receiving this alarm, the load balancer 

makes a new decision to migrate the tasks to another 

suitable node to run.  

Statistically, Figure 8 and Figure 9 show the percentage 

of evaluation tools used to review the literature here in this 

paper. The CloudAnalyst, iFogSim, and Cloudsim have 

4.11% each, MATLAB has 7.20% of usage, C#, Java 

platform, JMeter, Mininet, Python 3.7, Simply package 

come next evaluation tools for these literature reviews in 

fog computing. But, Cloudsim has 67% of usage in cloud 

computing. Then CloudAnalyst has 14% usage, Java 

platform, AWS, MATLAB, and Rock Cluster come next 

evaluation tools for these literature reviews in cloud 

computing. Some aspects to consider while choosing these 

tools include the ability to create quantities with different 

random distributions, providing reports on the 

infrastructure's performance in the form of figures and 

curves, and user support, i.e., timely updates, and 

informative documentation [78]. 
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Fig. 9  Evaluation tools for load balancing mechanisms in fog computing 

 

 
Fig. 10  Evaluation tools for load balancing mechanisms in cloud 

computing 

7- Conclusion and Future Work 

Cloud is an enormous system with various aspects, which 

involves cloud service providers, myriad end-users, service 

brokers, physical hardware machines, storage capabilities, 

bandwidth, internet latency, storage capabilities, scheduling 

algorithms, etc. Fog-based processing is a processing 

pattern as a result of the rapid advancement of the Internet 

of Things (IoT), central processing systems, and mobile 

internet. This processing model responds efficiently to the 

needs of real-time and delay-sensitive applications. The 

load balancer is one of the most important issues in the fog 

and cloud calculation model because overloading the 

system will reduce efficiency. Therefore, efficient 

algorithms are needed to load balance, optimal resource 

allocation, reduce response time, and increase system 

efficiency.  

This review paper discusses new load-balancing algorithms 

in the fog and cloud and their converged environment. 

According to the classification, the most common 

categories of papers written in load balancing in fog and 

cloud computing, respectively, are custom and meta-

heuristic algorithms. For designing suitable computing 

algorithms in a converged fog and cloud environment, the 

presented categories will be useful and give a better 

understanding of the solutions ahead. 

Further research may include considering more aspects of 

QoS such as security, delay for different routing policies, 

fault tolerance and etc. With the ongoing advancements in 

the discipline of artificial intelligence, utilizing 

optimization techniques along with other machine learning 

algorithms should also be considered. Taking inspiration 

from nature has been in the spotlight to bring solutions to 

the problem of load balance, nevertheless, more nature-

inspired algorithms can be developed. Moreover, taking 

into account green computing, where its usage saves energy 

and reduces the trade-off between SLA requirements and 

the energy consumed, is suggested. Furthermore, with 5G 

networks becoming more and more prevalent, considering 

their capabilities and flaws can significantly affect future 

research conducted to solve this problem. Finally, as the 

progress of research in this area suggest, in the future, the 

load balancing will be carried out dynamically, and with 

special focus on the dependent tasks.  
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