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Abstract  
In recent years, the availability of documents through the Internet along with automatic translation systems have increased 

plagiarism, especially across languages. Cross-lingual plagiarism occurs when the source or original text is in one language 

and the plagiarized or re-used text is in another language. Various methods for automatic text re-use detection across 

languages have been developed whose objective is to assist human experts in analyzing documents for plagiarism cases. 

For evaluating the performance of these systems and algorithms, standard evaluation resources are needed. To construct 

cross lingual plagiarism detection corpora, the majority of earlier studies have paid attention to English and other European 

language pairs, and have less focused on low resource languages. In this paper, we investigate a method for constructing an 

English-Persian cross-language plagiarism detection corpus based on parallel bilingual sentences that artificially generate 

passages with various degrees of paraphrasing. The plagiarized passages are inserted into topically related English and 

Persian Wikipedia articles in order to have more realistic text documents. The proposed approach can be applied to other 

less-resourced languages. In order to evaluate the compiled corpus, both intrinsic and extrinsic evaluation methods were 

employed. So, the compiled corpus can be suitably included into an evaluation framework for assessing cross-language 

plagiarism detection systems. Our proposed corpus is free and publicly available for research purposes. 

 

Keywords: Cross Language Plagiarism Detection; Corpus; Text Re-Use Detection; Obfuscation. 
 

1- Introduction  

Plagiarism is the unacknowledged reuse of others’ 

ideas or text without giving a proper credit [1]. Nowadays, 

due to the high availability of digital content on the web, 

the malpractice use of others text has been widely spread. 

Plagiarism detection (PD) is the act of finding patterns of 

text re-use between a suspicious document and source 

documents. With the rapid growth of documents in 

diff erent languages, the increased accessibility of 

electronic documents, and the availability of translation 

tools, cross-language plagiarism has become a serious 

problem, and its detection requires more attention [2]. 

Nowadays, a vast amount of knowledge is created in rich 

resource languages like English, and students in low 

resource languages have a motivation to bring the 

knowledge to their language through translation. Moreover, 

detection of plagiarism between two pairs of languages is a 

more complicated task with respect to monolingual 

plagiarism detection (MLPD). Cross-language Plagiarism 

Detection (CLPD) systems try to find plagiarism cases 

across language pairs.  

Paraphrasing and translation can be considered as 

connected natural language tasks. ”Translation represents 

the preservation of meaning when an idea is rendered in 

words in a diff erent language, while paraphrasing 

represents the preservation of meaning when an idea is 

expressed using diff erent words in the same language” [3]. 

There are diff erent typologies of transformation from 

source to the target language through translation. In other 

words, plagiarism between languages can occur in 

diff erent types: a simple translation, translation plus 

paraphrasing, merging of sentences, splitting a sentence 

into two or more sentences in the target language, and 

summarization after translation.  

In order to investigate various PD algorithms and 

evaluate their accuracy, the algorithms should be run on a 

plagiarism detection corpus. A PD corpus is comprised of 

two sets of text files named a source and suspicious 

documents. In order to construct a PD corpus, we should 

select some passages from source documents. In the next 

step, in order to simulate the action of plagiarism, some 



 

Asghari & Mohtaj, A Corpus for Evaluation of Cross Language Text Re-use Detection Systems 

 

 

170 

modifications should be done on the selected passages. In 

the final step, the paraphrased passages (henceforth called 

obfuscated passages) are inserted into suspicious 

documents. The off set and length of each passage in 

source and suspicious document are written into XML 

meta-data files.  

There are some reasons that the construction of a 

plagiarism corpus that contains real cases of plagiarism is 

not a point of interest. First, because of concealed behavior 

of plagiarism, collecting real plagiarism cases is an 

expensive and time consuming task. The second reason is 

that using real plagiarism cases in a public domain needs 

consent from the original author. Third, a corpus with real 

plagiarism cases cannot be published due to ethical and 

legal issues; because of the high availability of search 

engines, it is difficult to anonymize the real plagiarism 

cases [4]. Because of the above-mentioned reasons, the 

researchers usually pay attention to create simulated and 

artificial plagiarism cases. The synthetically made 

plagiarized passages should be inserted into a vast amount 

of text data to build suspicious documents. On the other 

hand, the plagiarism detection algorithms should then 

correctly find these passages among suspicious documents 

and also identify their pairs in source documents. 

Moreover, the current researches mostly focus on creating 

cases of cross-language plagiarism based on sentences of 

parallel corpora and don’t pay attention to diff erent 

typologies of transformation between languages as 

mentioned above. 

In this study, we have investigated a cross-language 

plagiarism detection corpus with a new approach to 

obfuscate the plagiarized passages. The plagiarized 

passages are inserted into topically related English and 

Persian Wikipedia articles in order to have a more realistic 

situation. Although we have focused our experiments on 

English and Persian as the source and suspicious 

languages, the proposed approach is not dependent on the 

mentioned languages.  

There are some studies to construct bilingual 

plagiarism detection corpora from English to Hindi, 

Basque, Portuguese, Spanish, Hungarian, and Italian [5], 

[6], [7]. But they have simply used the sentences of a 

parallel corpus to create plagiarism fragments, and so they 

did not incorporate levels of obfuscation into their corpus.  

In other research, Asghari et al, in [15] have incorporated 

types of obfuscation into their corpus to build an 

evaluation framework. Instead, in this study, we have used 

a technique in selecting the plagiarism fragments from a 

bilingual corpus in such a way that diff erent levels of 

obfuscation can be created, and so we can measure to what 

extent a translated plagiarized passage is hard to find. For 

this purpose, various factors (e.g., features based on 

sentence length, dictionary-based features, alignment-

based features, and miscellaneous features) were used to 

measure the similarity of plagiarized passages. 

The paper is organized as follows: In the next section, 

an overview of previous works in cross-language corpus 

construction will be presented. Our approach is described 

in Section 3, in which we will explain the proposed model 

and also the features that are used to be incorporated into 

the obfuscation stage. Section 4 comes with experiments 

and results for evaluation of the constructed corpus, 

including experimental setup and applying two cross-

language plagiarism detection algorithms to evaluate the 

constructed corpus. Conclusion and recommendations for 

future works will be discussed in the final section. 

2- Related Work 

In this section, a survey on the previous research 

concerning the creation of cross-language plagiarism 

detection corpora is presented.  

Using human and machine translation to translate 

documents from source languages to target ones can be 

considered as initial eff orts to compile cross-language 

plagiarism corpora. Barrón-Cedeño et al. [1] and Pinto, 

Civera, Barrón-Cedeño, Juan, & Rosso [8] have used this 

approach to create English-Spanish and English-Italian 

corpora of plagiarism, respectively. In [1] five English 

original text fragments have been translated to Spanish by 

nine humans and also five automatic machine translation 

systems. Moreover, to evaluate plagiarism detection 

systems in the case of false positive detections, 46 cases of 

un-plagiarized fragments have been added into the corpus. 

The proposed corpus by Pinto et al. has been compiled by 

translating source English documents to 14 diff erent 

plagiarized fragments using both human and machine 

translations [8]. Like the proposed corpus by Barrón-

Cedeño et al. [1], 46 un-plagiarized fragments have been 

added into the corpus to simulate more realistic situations 

of plagiarism. 

The PAN plagiarism detection corpus PAN-PC-09 is 

the first large-scale plagiarism detection corpus which 

includes a set of cross-language plagiarism cases across 

diff erent language pairs [5]. The cross-language section of 

PAN corpus covers 10% of the corpus and includes 

automatically translated plagiarized fragments from 

German and Spanish to English. Although the 

monolingual part of PAN-PC-09 contains some automatic 

obfuscation methods to paraphrase source fragments (i.e. 

random text operations and semantic word variation), no 

obfuscation method has been used to create cross-language 

cases of plagiarism. Subsequent PAN-PC-10 [4] and PAN-

PC-11 [9] corpora contains 14% and 11% cross-language 

cases of plagiarism, respectively. Moreover, to improve 

the quality of the cross-language corpus, 1% of 

automatically translated fragments of PAN-PC-11 had 

been corrected manually. 
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To create cases of plagiarism across languages, in recent 

research, parallel corpora have been widely used instead of 

incorporating human and machine translation. Parallel 

corpora contain several sentence pairs in two (source and 

target) languages, which are translations of each other [10]. 

ECLaPA cross-language plagiarism detection corpus has 

been compiled by Pereira, Moreira, and Galante [11] using 

the proposed methods of PAN-PC-09. This corpus is based 

on the Europarl Parallel Corpus and contains 300 English 

documents as the source and 174 Portuguese and French 

documents as the suspicious ones. 

Potthast, Barrón-Cedeño, et al. compiled a cross-language 

PD corpus using JRC-Acquis parallel corpus and 

Wikipedia to compare the performance of diff erent CLPD 

approaches across languages [12]. A total number of 

23,000 parallel sentences of JRC-Acquis and 45,000 

Wikipedia documents have been used to create the corpus, 

in which 10,000 aligned documents have been used to test 

the algorithms and the remaining documents have been 

used to train the methods.  

Ceska, Toman, and Jezek created a multi-lingual 

plagiarism detection corpus for evaluating their proposed 

method for plagiarism detection based on Euro Wordnet 

[13]. The JRC-EU and Fairy-tale multi-lingual corpora are 

used for this purpose. The proposed corpus consists of 200 

English reports from JRC-EU and 27 English documents 

of Fairy-tale as source documents and a same number of 

documents in Czech as the suspicious ones. Arefin et al. 

proposed a new approach for creating a multi-lingual 

plagiarism detection corpus to evaluate PD systems 

between Bangla and English documents [7]. They used 

110 collected documents from a public university, where 

two groups of students have been asked to submit their 

reports in two diff erent languages, namely English and 

Bangla. In another research, Barrón-Cedeño, Rosso, Devi, 

Clough, and Stevenson proposed a CL!TR task on cross-

language text re-use detection across two languages: Hindi 

and English [6]. The participants in the competition should 

find potential English source documents for a Hindi 

suspicious one. The corpus consists of 5032 English 

Wikipedia documents as the source documents and 388 

Hindi documents as the suspicious ones. To generate cases 

of plagiarism, the participants are asked to write short 

answers to a set of questions either by re-using the source 

documents or by using provided learning materials. To 

simulate real cases of plagiarism, they asked participants 

to answer questions with 4 diff erent levels of obfuscation, 

including: near copy, light revision, heavy revision and no 

plagiarism. The last method is designed to generate 

answers which are not plagiarized to be used for 

comparison. 

Although the above mentioned corpora can evaluate 

cross-language PD systems, they suff er from two main 

drawbacks: 

- Lack of obfuscation degree in plagiarized fragments. 

- Lack of topic similarity between plagiarized 

fragments and documents. 

In the case of the first challenge, the reviewed corpora 

cannot measure the performance of plagiarism detection 

systems according to diff erent levels of paraphrasing. In 

spite of cross-language PD corpora, the definition of 

obfuscation degrees has been widely used in monolingual 

PD corpora. In the case of second drawback, the topic 

similarity between plagiarized fragments and source and 

suspicious documents play an important role for reaching 

more realistic PD corpora. Ignoring topic similarity 

between fragments and documents can lead to detection of 

cases of plagiarism simply by analyzing topic drift in 

documents [14]. 

Asghari et.al., presented an approach to cross-

language plagiarism detection using word embedding 

methods [15]. For investigating the performance of the 

algorithm, a corpus comprised of seven different types of 

obfuscation was constructed. The simulated cases of 

plagiarism were compiled by expert crowd workers, and 

the artificial ones were compiled automatically. For 

validation of the corpus, it was automatically checked 

considering the ratio of the length of plagiarized passages 

to the length of the documents and the distribution of 

plagiarized passages across the documents as well. 

Moreover, for evaluation of the corpus, a manual checking 

was done for investigating the quality of plagiarized 

fragments [15]. In another research from the same group, 

Asghari et.al., proposed a bilingual PD corpus from a 

sentence aligned parallel corpus. To cover different ranges 

of plagiarism, the degree of obfuscation has been 

simulated by generating plagiarized fragments by a 

combination of sentences with different similarity score. 

The corpus contains 19973 English and 7142 Persian 

documents [32].  

In addition to the highlighted cross-lingual PD 

corpora, a number of monolingual corpora have been 

introduced in recent year, too. Al-Thwaib et.al., generated 

JUPlag, an Arabic PD reference corpus that is dedicated to 

academic language [16]. They mentioned that the corpus 

could be for corpus-based linguistic analyses, and also for 

language learning and teaching. In another research, 

Khoshnavataher et.al., compiled a monolingual Persian 

corpus from Wikipedia articles [17]. The articles have 

been obfuscated automatically to simulate real cases of 

plagiarism. We followed a similar approach to generate 

cross-lingual plagiarism cases in this paper. However, 

unlike the mentioned works, we considered the degree of 

obfuscation into account in a cross-lingual setting to cover 

a wider range of plagiarism. Briefly, our contributions in 

this paper are as follow: 

 Construction of a large English-Persian bilingual 

plagiarism detection corpus, so the results of running 

PD algorithms on this corpus are considerably reliable. 
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 Incorporating paraphrasing degree into plagiarized 

passages. So, the similarity score of paired sentences 

in the corpus can be used for establishing the degree 

of obfuscation for plagiarism cases. 

 The use of topic similarity to match between 

plagiarized fragments and related texts to construct 

suspicious documents of similar topics based on a 

graph clustering approach. 

3- Our Approach 

Our proposed approach diff ers from the widely used 

framework of previous researches for creating 

monolingual PD corpora. In order to construct a 

monolingual plagiarism detection corpus, there are three 

methods for creating plagiarism fragment cases, namely 

artificial, simulated and real approaches. As mentioned 

before, real cases of plagiarism are not used in PD corpora. 

So, the proposed methodology by Potthast et.al, [18] is a 

popular approach. They have used simulated and artificial 

methods for creating their plagiarism detection corpus. In 

the case of artificial plagiarism fragments, diff erent 

degrees of obfuscation can be obtained by adjusting the 

number of operations like addition, deletion, and semantic 

word variation on fragments of text from a source 

document to be inserted as plagiarized fragments into 

suspicious documents. Given that the artificial method of 

obfuscation would generate fragments that are not 

understandable for humans, in this study, we proposed a 

new method to generate fragments with diff erent levels of 

paraphrasing that are human understandable. To this end, 

we have used a similarity score between sentence pairs of 

a parallel corpus for obtaining degrees of obfuscation.  

In constructing a monolingual plagiarism detection corpus, 

the following main steps should be accomplished: 

1. Dividing documents into two distinct categories, 

namely source and suspicious 

2. Extracting plagiarism candidate fragments from source 

documents 

3. Applying paraphrasing methods on these fragments 

(contains exact copy without obfuscation, paraphrasing 

fragments, random shuffling, and so on) 

4. Inserting obfuscated fragments into suspicious 

documents 

Our approach to create a bilingual corpus follows the 

mentioned steps, except that the plagiarized fragments are 

extracted from a sentence aligned parallel corpus. 

Moreover, unlike existing bilingual PD corpora, we have 

investigated a degree-based paraphrasing method to better 

simulate real cases of plagiarism and to determine the 

capability of PD algorithms encountering various types of 

obfuscations. 

For automatically constructing a cross-language 

corpus, in the first step, we need a parallel bilingual 

sentence-aligned corpus. In the next step, we should find a 

way to put together the paired sentences from the parallel 

corpus in such a way that they are topically related with 

each other and moreover, topically related to the 

surrounding text in suspicious document they are inserted. 

Moreover, in order to obtain some levels of obfuscation, 

we should apply a method of measuring the similarity 

between plagiarized passages. 

In our bilingual PD corpus, the English and Persian 

Wikipedia articles have been used for the source and 

suspicious documents, respectively. Wikipedia is one of 

the largest multi-lingual corpora, which is highly popular 

and contains documents in different languages [19], [20]. 

Wikipedia is a rich vocabulary corpus that contains 

documents in different domains and contain a wide range 

of topics [21]. As a pre-processing step, the small size 

articles were removed from the corpus. Moreover, all the 

selected documents were normalized. In order to avoid 

instances of pseudo plagiarism passages, the near duplicate 

documents were removed from the data. The statistics of 

the documents in the corpus are presented in Table 1. In 

the next sub-sections we will deal with constructing the 

parallel corpus and also compiling the cross-language PD 

corpus. 

 
Table 1: Corpus Statistics 

 
 

Document Purpose 

Number of Documents  27115 

% of Source Documents (English)  73% 

% of Suspicious Documents (Persian)  27% 
   

 

 

 

Document Length 

Short (1-500 words)  16% 

Medium (500-2500 words)  53% 

Long (2500-33000 words)  31% 
  

Average number of words per document  2353 

Average number of sentences per document  115 

Smallest document (by words)  300 

Largest document (by words)  32620 

3-1- Construction of Plagiarism Cases 

The main steps being used to construct the English-

Persian cross-language plagiarism detection corpus are 

depicted in Figure 1. The mentioned stages in the figure to 

construct the plagiarism cases will be described in detail in 

the following sub-sections. 

3-1-1- Extracting Parallel Sentences 

In this step we need a parallel bilingual corpus with 

similarity scores for each sentence pair. Some efforts have 

been made in other researches that could be useful for 

developing a bilingual corpus. For example a method has 

been developed for automatic acquisition of translated web 

pages based on searching the hyper-links containing 

strings of the kind “Persian version” in order to download 

the versions of a given page in other languages [22]. 

The parallel corpus which we have presented in this 

paper is created by an approach that automatically extracts 
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parallel sentences from the web applied to English and 

Persian Wikipedia articles. To produce the parallel corpus, 

a Maximum Entropy binary classifier is trained to compute 

local similarities between sentence pairs of two aligned 

documents [19]. 

For building aligned paired sentences, first of all, the 

aligned English-Persian documents were extracted from 

Wikipedia. In the second step, in order to extract aligned 

sentences, a Maximum Entropy binary classifier has been 

trained in order to evaluate the local similarity between 

sentence pairs in Persian and English aligned documents 

[23]. MaxEnt classifiers are log-linear models that try to 

capture contextual information. They use a conditional 

probability of a model y given the history x and a 

parameter vector as follows: 

 

 ( |   )  
   ∑      (   )

∑    ∑      (    )    

 
 

(1) 

 

 

 

Where x is the input domain which represents the 

history, y is a finite label set that represents the model, and 

 (   )  is the feature vector representation. In this 

equation, each feature comes with a corresponding 

parameter vector weight   . It should be noted that 

MaxEnt classifiers do not depend on the correlation 

between features. Barrón-Cedeño, Paramita, Clough, and 

Rosso have investigated cross-language similarities by 

incorporating various features such as character n-grams, 

cognateness, word count ratio, and an approach based on 

out-links in Wikipedia pages [24]. In this research, a 

collection of 12 features in four categories were exploited 

to train the maximum entropy classifier [23]. The four 

categories are as follows: 

 

 

 

 

 
 

 

 
Fig. 1 Flow Diagram of Bilingual PD corpus construction 
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1. Features based on sentence length 

2. Dictionary based features 

3. Alignment-based features 

4. Miscellaneous features 

The features for the construction of a parallel corpus 

have been thoroughly described in [23]. In order to train 

the MaxEnt classifier, a non-parallel corpus was also 

constructed to compensate the bias toward the parallel 

sentence. As a result, by incorporating these features into 

the log-linear model, an alignment score is derived from 

the MaxEnt classifier. This score is used as a measure of 

similarity between paired sentences and is incorporated in 

the obfuscation stage of the corpus compiler. 

3-1-2- Topic Extraction 

In this step, the proposed approach for clustering the 

sentences of the parallel corpus is presented. The sentences 

of the parallel corpus are put together in order to construct 

plagiarism fragments based on their topic similarity. In 

addition, the plagiarism cases should be inserted into 

documents with similar topics. This could result in more 

realistic cases of plagiarism and could make the plagiarism 

detection process more difficult. Since the parallel aligned 

sentences are extracted from Wikipedia, so we used the 

Wikipedia rich structural properties of relevant pages to 

properly extract the topics and to cluster them for finding 

similar sentences. Among different structural features, we 

used the ”Categories pages” bipartite graph extracted from 

Wikipedia pages to separate distinct pages and extract 

similar ones. 

For searching sentences in the Wikipedia repository, 

at the first stage, we extracted the relevant Wikipedia page 

for each sentence in the parallel corpus. Using Apache 

Lucene, we indexed the Wikipedia pages for finding 

relevant pages. In the next stage, the extracted pages are 

clustered based on their connectivity. The pages’ 

connectivity was obtained from the categories- pages 

bipartite graph. The Infomap community detection 

algorithm was used to extract the clusters of pages from 

pages’ graph [25]. Fortunato and Lancichinetti tested 

several community detection methods against a recently 

introduced class of benchmark graphs, with heterogeneous 

distributions of degree and community size [26]. They 

concluded that the Infomap method by Rosvall and 

Bergstrom has the best performance on the set of 

benchmarks they examined [26]. So, due to good 

performance of the Infomap community detection method, 

and its reliability in applications to real graphs, we used 

this method to extract clusters from pages’ graph. In the 

last stage, the sentences were clustered based on the 

clusters of their related pages. 

3-1-3- Building Plagiarism Passages 

Plagiarism cases in the bilingual corpus are 

constructed from parallel sentences. Plagiarized fragments 

have been constructed from Persian sentences, and 

corresponding source fragments have been constructed 

from English sentences aligned with the source sentences. 

As a result, by defining a similarity score between 

sentence pairs in English-Persian parallel corpus, we can 

make various patterns of obfuscation in plagiarized 

passages by putting together sentences with the same 

similarity scores into one plagiarized passage. Sentences 

with low similarity scores create high obfuscated passages, 

while highly similar sentences will result in low 

obfuscated passages. Based on this method, a combination 

of different plagiarism cases was built and added into the 

source and suspicious documents. Some examples of 

created fragments by sentences with different similarity 

scores are shown in Tables 2 and 3. 

 
Table. 2 Example of paired sentences with similarity scores 

English Sentence Persian Sentence 
Similarity 

Score 

Willie Nelson at the Teatro 0.44 ويلي نلسون در تيترو 

I hate heaven – 1998 
هن از آن هتنفرم بهشت 

- 8991
0.51 

A concise course in physics, 
علن دوره هختصر از 

فيسيك
0.57 

Economic history of ancient 

Greece 
كتاب تاريخ كهن يونان 0.41 

Sarah Bernhards – French 

stage and film actress 

سارا برنار، هنرپيشه 

فرانسوي
0.53 

Allen Garfield – Leo 

Kubelsky 

ليو  –الن گارفيلذ 

كبلاسكي
0.48 

President of the American 

oriental society 

رييس جاهعه شرق 

شناسان اهريكا
0.62 

 
Table. 3 Example of plagiarized fragments 

Passage Persian Passage 
Degree of 

Obfuscation 

President of America 

oriental society 

Sarah Bernhards – French 

stage and film actress 

رييس جاهعه شرق 

شناسان آهريكا، سارا 

برنارد، هنرپيشه 

 فرانسوي

Low 

Allen Garfield – Leo 

Kubelsky, I hate heaven – 

1998 

ليو  – آلن گارفيلذ

كبلاسكي، هن از آن 

8991 -هتنفرم بهشت 
Medium 

Economic history of 

ancient Greece, A concise 

course in physics, Willie 

Nelson at the Teatro 

، يونانكتاب تاريخ كهن 

دوره هختصر از علن 

فيسيك، ويلي نلسون در 

 تيترو

High 

 

To consider the degree of obfuscation in plagiarized 

fragments, we exploited a combination of sentences with 

different similarity scores. The similarity score of 

sentences in a fragment specifies the degree of 
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obfuscation. As shown in Table 2, for constructing “Low” 

obfuscated passages, we used sentences with scores 

between 0.5-1.0, for constructing ”Medium” obfuscated 

passages, we used a combination of sentences with scores 

between 0.5-1.0 and sentences having the scores in the 

range of 0.45-0.5, and for constructing ”High” obfuscated 

passages, a combination of sentences with scores between 

0.5-1.0 and sentences having the scores of 0.4-0.45 have 

been used. As a result, three different degrees of 

obfuscation have been inserted into the bilingual corpus 

named as ”Low”, ”Medium”, and ”High” obfuscation 

which is shown in Table 4. Also, the ratio of different 

degrees of paraphrasing in the proposed corpus is 

represented in Table 5. 

In this paper, the scores derived from features of the 

parallel sentences in parallel corpus were considered as the 

bases criterion for producing plagiarism cases with 

different level of obfuscation. 
 

Table 4 Degree of obfuscation in plagiarism cases 

 

Degree 

Similarity scores of sentences in 
fragment 

 0.40 - 0.45 0.45 - 0.50 0.50 - 1 

Low - - 100% 

Medium - 25% - 45% 55% - 75% 

High 45% - 65% - 35% - 55% 

 
Table 5 Statistics of different degrees of paraphrasing 

Plagiarism Case Statistics 

   

 

 

 

Obfuscation 

Number of Fragments 11210 

  

Low Obfuscation 49% 

Medium Obfuscation 50% 

High Obfuscation 1% 

 

3-2- Construction of Source and Suspicious Documents 

The Persian and English articles from Wikipedia 

repository have been used for creating suspicious and 

corresponding source documents. We considered two 

restrictions for choosing documents. First, a length 

restriction was applied for choosing the documents, so that 

the pages with less than 300 words were not considered. 

Second, the chosen documents should have similar topics 

with parallel corpus sentences. Therefore at this point, we 

used the extracted clusters mentioned in the previous 

section for choosing proportionate pages. For this purpose, 

we considered the Wikipedia pages categories as the 

cluster label. For each cluster, the Wikipedia pages with 

similar categories are considered as the cluster’s pages. 

After clustering pages based on their categories, they are 

divided into two distinct sets, namely suspicious and 

source ones. We considered English pages as the source 

and Persian pages as the suspicious ones. This is because 

most plagiarism cases occur from English resources 

translated into Persian text. 

Persian belongs to Arabic script-based languages 

which cover Kurdish, Urdu, Arabic, Pashtu, and Persian 

[27]. These languages have common features such as 

common scripting, absence of capitalization, right to left 

direction, lack of clear word boundaries, and complex 

word structure. So, there are also some challenging issues 

dealing with basic NLP operations on Persian text 

processing, such as tokenization and stemming. We used 

Parsivar pre-processing toolkit for these operations [28]. 

3-3- Compiling the PD Corpus 

In order to insert the plagiarism fragments into source 

and suspicious documents, the same parameters as PAN-

PC-12 corpus [29] have been considered in this paper. In 

other words, we used the same distributions for corpus 

main parameters such as fragment lengths, and the number 

of plagiarism fragments per documents. In addition, the 

similarity scores derived from parallel sentences in parallel 

corpus were considered as the bases criterion for 

producing plagiarism cases with different level of 

obfuscation. Table 6 shows the length of plagiarism 

fragments in terms of the number of sentences. 

The percentage of plagiarism in each suspicious 

document is distributed between 5% and 60% of its length. 

The ratio of plagiarism per suspicious documents is shown 

in Table 7. We have used XML tags to specify the meta-

data characteristics of the plagiarized segments in 

suspicious documents and corresponding source 

documents. The corpus is tagged by specifying the offset 

of plagiarism cases and its equivalent fragment in both 

source and suspicious documents. Moreover, the length of 

plagiarism cases and also the degree of obfuscation (low, 

medium and high) have also been inserted into XML meta-

data files. 

 
Table 6 Plagiarism case statistics 

 

Case 

Length 

Short (20-50 words) 35% 

Medium (50-100 

words) 
50% 

Long (100-300 words) 15% 

 
Table 7. Ratio of plagiarism fragments in documents 

Plagiarism per Document Ratio 

Hardly (5% - 10%) 78% 
Medium (11% - 25%) 19% 

Much (26% - 60%) 3% 

4- Corpus Evaluation 

There are some methods for evaluation of text reuse 

detection corpora as follows: 
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 Evaluation with one or more downstream tasks to 

inspect the behavior of the corpus with different 

degrees of paraphrasing (Extrinsic evaluation). 

 Evaluation with Pearson correlation coefficient to 

investigate how the human judgment complies with 

different degrees of paraphrasing in the corpus 

(Intrinsic evaluation) 

 Evaluation of the size of the corpus; the size of the 

corpus is increased step by step and in each step, the 

corpus is evaluated with various evaluation methods. 

The process is stopped when the evaluation criteria 

doesn't change and remains fixed.  

 Comparing the corpus with a standard corpus to 

investigate the various parameters of the corpus w.r.t. 

standard one. 

There are also some validation experiments to validate text 

re-use corpora:   

 A manual checking should be done for evaluating the 

quality of plagiarized fragments. 

 The corpus can be automatically validated 

considering the ratio of the length of plagiarized 

passages to the length of the documents. 

 The corpus can also be validated by inspecting the 

distribution of plagiarized passages across the 

documents.  

In this section, two approaches for the evaluation of 

the constructed corpus have been exploited. For the first 

evaluation approach, the extrinsic method proposed by 

Clough & Stevenson has been used [30]. In this approach, 

we use the constructed corpus as input to a downstream 

task (plagiarism detection) and measure the impact of 

degrees of paraphrasing on the algorithm’s performance. 

On the other hand, intrinsic evaluations directly evaluate a 

corpus from diff erent point of views. In the intrinsic 

approach of evaluation, we have calculated Pearson 

correlation coefficient to investigate how the human 

judgment complies with diff erent degrees of paraphrasing 

in the corpus. 

4-1- Extrinsic Evaluation 

In the case of the first approach, the main idea is that 

the degree of paraphrasing should aff ect the performance 

of plagiarism detection algorithms. More precisely, the 

algorithms’ performance on finding plagiarized fragments 

would be decreased by increasing the degree of 

paraphrasing. Clough and Stevenson have used a simple n-

gram based method as a baseline for measuring the 

influence of the obfuscation degree in the performance of a 

plagiarism detection method [30]. In this research, we 

have applied machine translation plus monolingual 

analysis (T+MA) and Latent Semantic Analysis (LSA) 

methods along with the Vector Space Model (VSM) to 

determine whether they can distinguish between the 

various levels of paraphrasing. In order to test the validity 

of our approach and compare the results, we evaluated the 

performance of the methods on the total corpus and also 

various parts of the corpus with diff erent degrees of 

paraphrasing as follow: 

 Total corpus  

 Low degree of paraphrasing part of the corpus  

 Medium degree of paraphrasing part of the corpus  

 High degree of paraphrasing part of the corpus 

For T+MA method, the Targoman
1

 machine 

translation API was used for translating documents in 

Persian into English. Targoman is the state-of-the-art 

English-Persian machine translation system that is freely 

available to be used. After translating Persian documents 

to English, the source and suspicious documents have been 

compared to detect cases of plagiarism. To this end, the 

cosine similarity between vectors (VSM model based on 

tf-idf weighting) of both source and suspicious sentences 

have been computed using the following equation: 
 

     
          

‖    ‖ ‖     ‖
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Where            is the dot product of the source 

and suspicious sentences’ vectors, and ‖    ‖ ‖     ‖ 

are norms of the source and suspicious sentences, 

respectively. The Plagdet measure was introduced by 

Potthast et.al, for evaluation of the algorithm’s 

performance against diff erent levels of paraphrasing in the 

corpus [18]. Plagdet is a common metric for evaluating PD 

systems which is a weighted F-measure as depicted in the 

following Equations: 

 

        (    )  
  

      (   )
 

 

(3) 

 

 

     (    )  
 

| |
 ∑

     (   )

| |
   

 
 

(4) 

 

 

       (    )  
 

| |
 ∑

    (   )

| |
   

 
 

(5) 

 

     
                

                
 

 

(6) 

 

 

Where S denote the set of plagiarism cases in the 

suspicious documents of the corpus, and R denote the set 

of plagiarism that are detected by the detector for these 

documents, and    denotes the F −Measure. Moreover, the 

parameter gran(S,R) indicates the one-to-one 

correspondence between detected and desired source 

fragments.  

                                                           
1
 www.targoman.com 
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The performance of detection in diff erent parts of the 

corpus is depicted in Figures 4 and 5. The obtained results 

of applying T+MA and LSA methods on the proposed 

corpus show the influence of levels of obfuscation on 

algorithms’ performance in detecting cases of plagiarism 

in the corpus regardless of chosen parameters. 

4-2- Intrinsic Evaluation 

In addition to the extrinsic evaluation of the proposed 

corpus, we have used an intrinsic approach in which the 

human judgment has been used as an assessment criterion 

to investigate how human degrees comply with fragments’ 

degrees of paraphrasing, using the Pearson correlation 

coefficient. For this purpose, the approach by Paramita, 

Clough, Aker, & Gaizauskas has been used [31]. A 

collection of eight Persian speaking persons fluent in 

reading English texts were asked to assess the similarity of 

English and Persian fragments based on a 9-point Likert 

scale in the range of 1 to 9 (very low similarity to very 

high similarity). A total number of 150 fragments have 

been annotated by at least 3 persons in the mentioned 

range of similarity. The Pearson correlation coefficient has 

been used to compute the degree of correlation between 

automatically computed degrees of paraphrasing and 

human judgments based on the following equation: 

 

  
∑ (    ̅)(    ̅)
 
   

√∑ (    ̅)
  

    √∑ (    ̅)
  

   

 
 

(7) 

 

 

Where  and   are “automatically generated degrees” 

and “degrees assigned by human judgments”, respectively. 

Moreover,  ̅ and  ̅ are the mean of degrees. 

 

 

 
 

Fig. 4 Changes of Plagdet vs. cosine similarity by applying T+MA on various parts of the corpus 

 
 

Fig. 5 Variation on Plagdet vs. cosine similarity threshold, by applying LSA on various parts of the corpus 

 

 

The results show a Pearson correlation coefficient of 

r = 0.665 which shows that; there is a significant 

correlation between the paraphrasing degrees assigned by 

the assessors and automatically assigned degrees, that is 

higher than related studies like what has been done in [31]. 

To conclude, we applied two different approaches to 

evaluate the proposed corpus based on level of 

paraphrasing. Our results show that the proposed corpus 

and the applied method for ranking the level of 
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paraphrasing is accurate in both extrinsic and intrinsic 

evaluations. 

5- Conclusions and Future Works 

In this study, we have constructed an English-Persian 

bilingual plagiarism detection corpus by exploiting 

Wikipedia English and Persian articles as main resource 

data for source and suspicious text, respectively. We also 

used a parallel bilingual corpus to construct plagiarized 

passages. In order to create passages with various degrees 

of obfuscation, we incorporated some global and local 

features in order to measure the similarity between 

plagiarized sentences in the source and target languages. 

As a result, we can measure the degree of obfuscation in 

the aforementioned plagiarism detection corpus. So we can 

adjust the complexity of obfuscation in plagiarized 

passages in the dataset.  

In order to build a more realistic corpus, the 

plagiarized passages were inserted into the topically 

related source and suspicious text. We applied two 

diff erent PD algorithms on the bilingual corpus as 

extrinsic evaluation and also human judgment evaluation 

as intrinsic evaluation approach. The results prove the 

validation of the proposed obfuscation method in our 

bilingual corpus. The constructed CLPD corpus is freely 

available on the web for research purposes1. 

Further improvements can be conducted by adding 

compositional text where one sentence in the source 

document is translated and converted into two or more 

sentences in the suspicious document or vice versa. 

Moreover, different types of obfuscation can be applied to 

the corpus as well. So we can reach a multi-type multi-

degree obfuscation CLPD corpus.  
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