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Abstract 
A dual stage system architecture for face detection based on skin tone detection and Viola and Jones face detection structure 

is presented in this paper. The proposed architecture able to track down human faces in the image with high accuracy within 

time constrain. A non-linear transformation technique is introduced in the first stage to reduce the false alarms in second 

stage. Moreover, in the second stage pipe line technique is used to improve overall throughput of the system. The proposed 

system design is based on Xilinx’s Virtex FPGA chip and Texas Instruments DSP processor. The dual port BRAM memory 

in FPGA chip and EMIF (External Memory Interface) of DSP processor are used as interface between FPGA and DSP 

processor. The proposed system exploits advantages of both the computational elements (FPGA and DSP) and the system 

level pipelining to achieve real time performance.   The present system implementation focuses on high accurate and high 

speed face detection and this system evaluated using standard BAO image database, which include images with different 

poses, orientations, occlusions and illumination.   The proposed system  attained 16.53 FPS frame rate  for the input image 

spatial resolution of 640X480, which is 23.4 times faster detection of faces compared to MATLAB implementation and 

12.14 times faster than DSP implementation and 2.1 times faster than FPGA implementation.  

 

Keywords: Face detection; Heterogeneous System; FPGA; DSP. 

1- Introduction 

The image processing algorithms with real time 

performance and high accuracy are idly used in diversified 

fields such as surveillance, surface quality inspection, 

Robotic vision, Assistive technology etc. [1]. The human 

face detection is one of the popular research areas in the 

field of image processing. These algorithms are used in 

many applications like facial recognition in security 

systems, human computer Interaction (HCI) and so on. In 

the past, many researchers proposed face detection 

algorithms, which are computationally simple, but not 

efficient. However, in the recent past, researchers 

proposed highly efficient methods, but demanding high 

computational power. Development of such a 

computational system becomes a challenging task. 

In recent years, revolutionary advancements in 

computational platform after merge of high performance 

Digital Signal Processors (DSPs), Graphics Processing 

Units(GPUs), Application Specific Instruction set 

Processors (ASIPs) and Field Programmable Gate Array 

(FPGA) Chips. Each computing elements has its own 

advantages that make it used in associated application. 

Many researcher developed by hardware platforms based 

on single computing element to track the human faces in 

image. 

Yang, et al.  [2] Proposed face detection system based on 

DSP Processor, Patrick, et al. [1] developed DSP based 

hardware to compress video frames for wireless  

transmission, In [3] Nguyen et. al.  implemented an 

optimized algorithm for video segmentation on DSP 

platform, Arya, et al.  [4] proposed face detection(using 

RTC colour model) system based on Quartus II FPFA, 

Fekih, et al. ) [5]presented new hardware architecture for 

face detection based on Zynq-7000 SoC, in which ueses 

ARM CPU and FPGA as computational elements, Leung, 

et al.  [6] proposed a FPGA platform to extract facial 

features from images for facial recognition and results 
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proved that detection rate and the performance are sig-

nificantly high compared to Desktop implementation and 

Karnewar, et al. [7] proposed GPU based image 

processing platform to process geospatial images (CUDA 

application). 

The state of the art Face detection algorithms are 

demanding a very high computing performance, which is 

very hard to achieve with single and homogeneous 

computing elements. One recent approach to meet this 

performance demand is to use heterogeneous systems 

formed by interconnecting a no of heterogeneous 

computing elements to build a huge computational 

platforms. These platforms are widely used in performance 

intense applications such as image processing and Medical 

instrumentation etc. Simple heterogeneous system 

architecture is presented in Fig.  1. 

 

Fig.  1 Simple Heterogeneous structure (example) 

In this paper, a new custom heterogeneous face detection 

platform based FPGA and DSP is proposed. The 

advantage of this system lies in its two stage systems level 

pipelining, which is used to attain practical performance. 

The paper is organized as follows: Section 2 introduces 

various Heterogeneous platforms proposed by the 

researchers. Section 3 describes about Proposed 

Heterogeneous platform architecture. In Section 4, the 

overview of face detection algorithm is presented. Section 

5 deals with implementation of face detection algorithm on 

FPGA and DSP Processor. Section 6 provides 

experimental results and comparison with previous works. 

Section 7 presents conclusion remarks. 

 

2- Allied Work 

Considerable research is going on, in the past one and half 

decade to design and development of Heterogeneous 

system for real time image processing. Batlle, et al.  [8]. 

Proposed a high performance image processing system 

architecture based on FPGA chip and DSP processor. This 

system consists of array of DSP processor and the FPGA. 

The FPGA is used to interconnect these processors.     

Liu, et al.  [9] proposed multi core GPPs and one GPU 

(Graphic Processing unit) based heterogeneous platform to 

tracking human faces in images. The face tracking cannot 

stable with single information of the face, due to occlusion 

and illumination problems. Three dissimilar information, 

wavelet feature, colour histogram and edge orientation 

histogram are combined to significantly improve the face 

tracking performance[28][29]. 

Guo et al. [10] implemented video image correlation 

algorithm on DSP and FPGA based platform and also 

multimedia processing algorithms on proposed platform. 

This system is based on DSP (Multimedia) and FPGA chip. 

The functions video and audio gathering are implemented 

on DSP and the FPGA chip is responsible for VGA 

display, control logic etc. 

Wei et al. [11] designed and developed Image processing 

platform rely on three DSPs and one FPGAs to attain real 

performance. The EMIF of DSPs is used as to interface 

DSPs and FPGA to built heterogeneous platform. In the 

proposed architecture DSPs are used to process core 

multimedia and FPGA controls data flow in the system. 

This system exhibits high processing power at a cost of 

complexity.  

3- System Architecture and Overview 

This section deals with architecture of proposed system, 

External Memory Interface (EMIF) of DSP processor and 

Interface design 

3-1- Hardware Architecture  

The proposed system architecture for face detection 

implemented using with Xilinx’s Virtex 4VSX35 FPGA 

and Texas Instruments DSP TMS320DM642 is shown in 

Fig.  2. In the first stage, Xilinx’s Virtex 4VSX35 FPGA is 

used to implement hardware architecture of skin tone 

detector and two BRAMs to store the image data before 

and after skin tone detection. There is a large Block RAM 

resource (3,456KB) in Virtex 4VSX35 FPGA, which is 

adequate to implement BRAM. This FPGA also offers 18 

x 18, two’s complement, signed Multiplier and automatic 

programmable FIFO logic along with other advanced 

features [Xilinx 4VSX35 Data Sheet, 2010, p.3]. Fig.  2 Block diagram proposed face detection system 
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zIn the second stage, Texas Instruments (TI) 

TMS320DM642 is used as a computing element to 

implement Viola and Jones face detection algorithm and to 

set up other modules. This processor is a fixed point, high 

performance digital media processor and delivers the 

performance up to 5760 MIPS at a clock frequency of 

720MHz. The TMS320DM642 provides EMIF 

(External/Memory Interface) services, which allows the 

external memory controllers connects to processors.  

[TMS320DM642 Technical Overview, 2017, p. 30][14]. 

The EMIF of TMS320DM642 are used to provide interface 

between the FPGA platform and DSP platform. The 

MTYPE (Memory Type) field of the CE3 space control 

register of TMS320DM642 is configured as an asynchron-

ous RAM interface and 32 bit image data. 

3-2- EMIF Overview  

The External Memory Interface (EMIF) of 

TMS320DM642 supports interfaces to many external 

peripherals such as Asynchronous devices (example 

SRAM, and FIFOs) and Synchronous DRAM (SDRAM). 

The EMIF can be used as EMIFA supports data bus width 

64 or 32 bits and EMIFB supports 16 bits. The signals of 

EMIFA are presented in Fig.  3 

 

Fig.  3 Signal description of EMIFA 

To configure EMIF according to requirement, some 

registers must be set with the required values. The TI 

TMS320DM642 memory address space is used to 

configure various interfaces of EMIF. The base address for 

EMIFA and EMIFB are 0x0180_0000 and 0x01A8_0000 

respectively. The 4 bit CE control Registers CECTL 

corresponds to the four memory spaces of EMIF. The 

MTYPE is key filed in the CECTL register, which defines 

the type of memory interfacing to corresponding memory 

space. 

3-3- Interface Design 

There are two ways to interface FPGA to DSP, one way is 

to use dual port BRAM, and other one is FIFO. In this 

design, dual port synchronous BRAM used to interface 

with ports of EMIF 

This interface utilizes the Virtex -4 IOB, which is 

configured as simple input and tri-state buffer. This 

memory based interface between FPGA and DSP 

significantly reduce the interface logic to obtain maximum 

image data throughput. The EMIF of TMS320DM642 uses 

the memory configured in FPGA as a memory system with 

32 bit data word length and 31kb memory depth for image 

size of 640X480. The Virtex 4 Device offers a large 

number of Block RAMs with size of 18Kb. However, 

these blocks can be interconnected to build wider and 

deeper memory systems. The 18Kb BRAM is a dual port 

RAM with 18Kb memory space and two ports A and B are 

completely independent. Data can be written and read on 

both ports simultaneously and each port has its own data 

lines, address lines and control lines (See Fig.  4). 

This interface uses BRAM as a memory and FPGA I/O 

pins as a physical connection between EMIF of DSP and 

FPGA. To implement 32kb X 32 bit dual port BRAM (see 

Fig.  4), a set of 8 BRAMs blocks are configured as a 32 

bit wide and 32KB deep True dual port RAM memory. 

Port A is used as the access port for EMIF of DSP and 

Port B configured to act as contact port for FPGA.  

 
 

Fig.  4 18KB BRAM in Vertex 4 Device 

4- Face Detection Theory & Algorithm 

A hybrid face detection algorithm based on skin tone 

detection and Viola and Jones face detection structure 

implemented on Heterogeneous platform, which is on 

discussed in the previous section. 

Face Detection Overview 

In Recent days, Human face recognition plays critical role 

in the automation of various processes in this 

technologically advanced world. The fundamental step in 
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the human face recognition algorithm is, to detect whether 

image consists of face or not. If detected, the region of the 

human face is estimated (see Fig.  5). The difficulty with 

face detection greatly related with pretence, the existence 

of structural items, Facial expressions, Image orientation, 

Occlusion etc. 

 

Fig.  5 Face Detection System 

The still image face detection algorithms broadly divided 

into four distinct methods. a. Knowledge based methods: 

In this methods human knowledge about the face and what 

a typical face consists are used to define a convention to 

obtain relation between facial features (Yang, et al. 1994).  

b. Feature invariant methods: in these methods various 

structural features such as colour, shape, texture and other 

local feature, which are invariant even with changes in 

illumination condition, pose and viewpoint are used to 

detect faces in images (Leung, et al.  1995; Dai and 

Nakano, 1996; McKenna, et al. 1998; Kjeldsen and 

Kender, 1996). c. Template matching methods: un like 

other methods, in this various regular arrangements of 

human face collected and stored in the template database. 

These templates are used to correlate with input image to 

detect faces in the image (Craw, et al. 1992; Lanitis, et al. 

1995). d. Appearance based methods: these type of 

algorithms relies on the large image database, which 

comprise a huge range of human faces with numerous 

variations. Support Vector Machine (SVM) (Osuna and 

Girosi, 1997) and Neural Networks (Rowley, et  al. 1998) 

are the most commonly used techniques in this category 

4-1- Face detection Algorithm 

The proposed two stage face detection algorithm based on 

skin tone and Viola and Jones face detection structure is 

shown in Fig.  6. In the first stage, the input image, which 

is in the RGB colour model converted into YCrCb model 

and skin patches are segmented in the input image. The 

second stage, extract facial features from skin segmented 

image and detect faces in the image using Viola and Jones 

face detection algorithm. 

 

 

Fig.  6 Face Detection Algorithms 

4-1-1 RGB to YCrCb Colour Model Conversion 

Colour model is a mathematical representation of colour in 

terms of three or four components. The different colour 

models are used based on applications such as processing 

of digital image data, Display, transmission and TV 

broadcasting. There are several colour models are 

proposed and some most popular colour models are RGB, 

HSI, HSV, HSL, YIQ, YCrCb and YUV. 

RGB (Red Green Blue) Colour model is most commonly 

used colour model to represent digital images. In this any 

colour is represented by three primary colours Red, Green 

and Blue based on how much percentage taken from each 

component. The skin tone detection based on the RGB 

colour model not preferred   because of the high 

correlation between chrominance values and illumination 

value (Jones and Rehg, 2002) [12]. The normalized RGB 

can obtain from eq. [1-3]. 

 

R
r

R G B


 
                      (1) 

G
g

R G B


                       (2)               

B
b

R G B


 
           (3) 

In YCrCb colour model,  Y components represent the 

luminance information and Cr and Cb represent 

chrominance information of image pixels. This colour 

model is most commonly used model because luminance 

and chrominance components are highly independent. 

YCrCb value can be obtained from the RGB model 

according to eq. 4. 
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16 0.279 0.504 0.098

128 0.148 0.291 0.439

128 0.439 0.368 0.071

Y R

Cb G

Cr B

       
       

   
       
               

       (4) 

4-1-2 Skin Tone Detection 

Skin tone detection efficiency largely depends on choices 

of appropriate colour model and clustering of skin pixels 

in that colour model. We selected YCrCb colour model 

since it is seems identical space and also adopted in very 

popular video compression standers such MPEG and 

JPEG. Many researchers have reported that Cr and Cb val-

ues of skin pixel are uncorrelated with the Y value of the 

pixel. But, in practical, skin tone is nonlinearly depends on 

luma component. Some researchers demonstrated that 

detecting skin tone in CrCb and Cb/Y –Cr/Y sample 

subspace results in many false positives and false 

negatives respectively. Therefore, the Rein-Lien et al., 

(2002) proposed a nonlinear transformation of YCrCb in 

order to make the skin colour space independent of Luma 

component (eq 5-10). 

MeanCr = 142.53 - Y * 0.091                 Y<128

              = 66 + Y * 0.468              129 <= Y <188

              = 0                                            otherwise

 (5)  

MeanCb = 119.46 - Y * 0.091         Y<128

              = 68 + Y * 0.212           129 <= Y > 188

              = 0                                      otherw ise

 (6)  

    
WidthCr = 17.24 - Y * 0.172                 Y<128

              = 153.76 + Y * 0.611     129 <= Y > 188 

              = 0                                        otherwise

(7) 

    

WidthCb = 19.48 - Y * 0.21                   Y<128

                = 178.85 + Y * 0.70      129 <= Y > 188 

                = 0                                       otherwise     (8) 

 

TransCr = Cr             if 125<= Y <= 188               

38.76
             = * (188)Cr MeanCr MeanCr

WidthCr

 
  

 

(9) 

 

TransCb = Cb             if 125<= Y <= 188                    

38.76
             = * (188)Cr MeanCb MeanCb

WidthCb

 
  

      

(10) 

The transformed Chroma components [TransCr, TransCb] 

space that represent elliptical model is described by eq. 11-

12. 

cos sin

sin cos

x

y

transCb cK

transCr CL

 

 

    
           

       

(11) 

 

4-1-3 Face Detection using Adaboost 

The basic structure proposed by Viola and Jones [13] used 

to solve the face detection problem. In this framework, 

facial features have used instead of the pixel directly since 

feature based operations are much quicker than pixel based 

operations. Many researchers reported very detailed 

versions of this algorithm; hence we are presenting very 

little information about this method. This approach is 

based on Haar-like feature. Given a set of features and 

training based on face images and non-face images, 

adaboost algorithm can choose best single Haar-like 

feature which isolate face and non-face images and strong 

classifier are formed by combining weak classifiers. These 

strong classier are cascaded to detect faces in images.  The 

no of stages required for face detection depends on 

accuracy and speed requirement. In the learning stage, 

after each round, weights of images which were correctly 

judged by the preceding weak classifier are enhanced. 

 

5- Implementation  

The proposed heterogeneous system consists of FPGA and 

DSP processor. The skin tone detection algorithm 

implemented on FPGA and face detection algorithm on 

skin segmented image has been implemented on DSP 

Processor. The hardware connects of proposed system 

shown in Fig.  7. 

 

Fig.  7 Proposed System Architecture 

5-1- Implementation of Skin Tone Detection 

The proposed skin tone detection algorithm has been 

implemented on Xilinx’s Virtex 4VSX35 FPGA. The 

input image loaded into Block RAM of FPGA and a block 

RAM controller realized to read the Block RAMs.  

The transformed   Chroma values  transCr and TransCb 

are used to find out skin score each pixel as shown in Fig.  

8. After processing, skin segmented image loaded into 

dual port RAM, which is later read by Texas Instruments 

(TI) TMS320DM642 DSP processor using EMIF to detect 

human faces in skin segmented image. 
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Fig.  8 Skin Tone Detection Hardware flow 

5-2- DSP Implementation of Face Detection 

We have chosen TMS320DM642 DSP platform to 

implement face detection algorithm, which offers a low 

cost solution for high performance requirements and it 

offers speed up to   4800 MIPS (Million Instruction per 

Second) at a clock frequency of 600 MHz.  

In the heterogeneous system, TMS320DM642 DSP 

processor reads skin segmented image from dual port 

BRAM configured in FPGA using EMIF facility provided 

in TMS320DM642 DSP processor. The face detection 

algorithm based on Viola and Jones face detection 

structure is successfully implemented on the target 

TMS320DM642 DSP processor. The Face detection 

algorithm is implemented in MATLAB R2015a and 

converted to C code using the MATLAB coder facility and 

CCS (Code Composer Studio) project is implemented 

using generated code.  

6- Experiment Results 

The proposed system heterogeneous face detection system 

architecture consists of two modules. The first module 

read the RGB images from Block RAM and generates skin 

segmented images. The second module, read the skin 

segmented image from first module and localize the face 

in the skin regions of the image.  

In feature classification stage, it is need to generate sum of 

pixels in a various rectangular area for haar feature 

classifications. Different sizes of rectangular area require 

different time to compute the sum of the pixels in the 

rectangular area. An integral image used to reduce the 

computational time of sum of the pixels under rectangle. 

By using integral image, area under all sized rectangle are 

computed at constant time with two adders and one 

subtractor. The state of the art implementations convert 

entire image (640X420) it’s required 270MB of RAM to 

hold the 640X420 size integral image. However, in the 

proposed system integral image generated only for sub-

image (24X24) and it required 580 bytes of RAM to hold 

24X24 sized integral image. It intern reduced the memory 

requirement of the overall system. 

The performance of the complete system is tested by using 

Bio Database [Image Data Base, 2017], which includes 

images with single and multiple faces with different pose, 

orientation, occlusions and illumination. 

The database images are resized to 640X480 and pixel size 

of 24 bits (8 bits for each RGB component). We have 

implemented proposed skin tone detector architecture on 

Xilinx’s Virtex 4 VSX35 FPGA and results are presented .   

Table 1 

.   Table 1 Synthesis Results of the proposed architecture implemented on 

Xilinx’s Virtex 4VSX35 FPGA 

 

The detection performances of the proposed system, are 

presented in Error! Reference source not found.. The 

proposed dual stage face detection system achieved a very 

high detection rate of 94.5% and performance of 13.1 FPS 

for image resolution of 640X480. The performance 

comparisons of our system with some existing systems are 

reported in Table 3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Parameter Value  

No of clock cycles  264354 

Execution time at 5Mhz clock 4.8ms 

Execution time at 120Mhz clock 1.8ms 

Hardware utilization 982 Logical elements 

Core Power Dissipation  90.2mW 
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Table 2 face detection rates of proposed system 

Table 3 Performance Comparison of proposed Architecture 

Platform Detection 

time(ms) 

Frame Per Second 

(FPS) 

FPGA+DSP (Proposed 

system) 

112 13.0 

FPGA  

(Fekih, et. al., 2015) [5] 

160 6.18 

DSP Processor (Zhao, 

et.al., 2009) [14] 

940 1.07 

PC (MATLAB) 1438 0.69 

7- Conclusion  

In this paper new hardware architecture for real face 

detection is presented. This implementation allows the 

user to choose image resolution and speed with available 

resources in the FPGA. The current implementation is 

based The Xilinx Starter Kit Virtex-4 SX35 Starter Kit and 

XEVM642 Development Kit powered by a TI 

TMS320DM642 DSP processor. The proposed system 

achieved 13.7 FPS average frame rate, when tested with an 

images with a spatial resolution of 640X480. This system 

exhibits performance improvement of 2.12 times 

compared with equivalent FPGA implementation, 12.3 

times compared to DSP implementation and 18.98 times 

compared to PC implementation to solve the real time 

performance problem. The proposed hardware architecture 

achieved average detection accuracy of 94.5%, which low 

compared to the implementation on PC (97%), since the 

low accuracy pixel data are used in FPGA hardware 

architecture. 

Future Scope 

In the feature, this hybrid architecture can be extended to 

design high performance facial recognition system by 

modifying the second stage of the proposed system. 
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