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Abstract  
Foreground-background image segmentation has been an important research problem. It is one of the main tasks in the 

field of computer vision whose purpose is detecting variations in image sequences. It provides candidate objects for further 

attentional selection, e.g., in video surveillance. In this paper, we introduce an automatic and efficient Foreground-

background segmentation. The proposed method starts with the detection of visually salient image regions with a saliency 

map that uses Fourier transform and a Gaussian filter.  Then, each point in the maps classifies as salient or non-salient using 

a binary threshold. Next, a hole filling operator is applied for filling holes in the achieved image, and the area-opening 

method is used for removing small objects from the image. For better separation of the foreground and background, dilation 

and erosion operators are also used. Erosion and dilation operators are applied for shrinking and expanding the achieved 

region. Afterward, the foreground and background samples are achieved. Because the number of these data is large, K-

means clustering is used as a sampling technique to restrict computational efforts in the region of interest. K cluster centers 

for each region are set for training of Support Vector Machine (SVM). SVM, as a powerful binary classifier, is used to 

segment the interest area from the background. The proposed method is applied on a benchmark dataset consisting of 1000 

images and experimental results demonstrate the supremacy of the proposed method to some other foreground-background 

segmentation methods in terms of ER, VI, GCE, and PRI. 
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1- Introduction 

Image segmentation is one of the most significant image 

processing tasks in image analysis and understanding. The 

main goal of image segmentation is finding objects of 

interest from a given image using image characteristics 

such as color, texture, gray level and, so on. Typically, 

image segmentation methods can be categorized into six 

categories, Edge detection-based methods, Histogram 

thresholding-based methods, Graph-based methods, 

Region-based methods, Statistical model-based methods, 

and Machine learning-based methods [1]. 

Histogram thresholding-based approaches use the 

assumption that adjacent pixels whose value lies within a 

certain range belong to the same class. Because of their 

intuitive properties, simplicity of implementation, and 

computational speed image, these techniques are widely 

used [2-6]. Edge detection-based approaches assume that 

pixel values at the boundary between two regions change 

quickly. There are some edge detectors such as Canny [7], 

Prewitt [8], Sobel [9], and so on. The output of edge 

detectors provides candidates for the region boundaries. 

These algorithms are only suitable for noise-free and 

simple images [10,11]. The region-based approaches 

assume that adjacent pixels in the same region have 

similar visual characteristics [12-15]. By using these 

methods, pixels can be grouped into homogeneous regions 

that might be corresponding to an object. 

In the Graph-based methods, an image is considered a 

weighted graph. Pixels and similarities between them are 

considered as nodes and edges of the graph, respectively. 

In these methods, image segmentation is measured as a 

problem of partitioning this graph into components with 

minimizing a cost function [1]. Graph cuts as one of the 

most important graph-based methods was introduced in 

2001 [16]. 

Statistical model-based methods use a statistical model 

that characterizes pixel values [17, 18]. Machine learning-
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based methods use machine learning techniques for image 

segmentation [19-25]. In the last decade, some 

classification techniques have been successfully used in 

image segmentation. Especially, SVM as a binary 

classifier can be used for this purpose. In 2011, the Fast 

Support Vector Machine (FSVM) as a modified SVM was 

introduced for image segmentation [26]. User-selected 

objects and background pixels are used for training in this 

method. In the same year, Wang et al. applied Fuzzy C-

Means-SVM (FCM-SVM) for color image segmentation 

[27]. In this method, training samples are selected 

randomly from the FCM clustering results. The drawback 

of this method is the number of FCM clusters must be set 

in advance, and the random selection of training samples 

also affects the performance of the final segmentation. 

The saliency-SVM (SSVM) method is a combination of 

visual saliency detection and SVM classification [28]. In 

this method, a trimap of the given image is extracted 

according to the saliency map for estimating the prominent 

locations of the objects. Positive and negative training sets 

are automatically selected for SVM training through 

histogram analysis in trimap. The entire highlighted object 

is segmented using a trained SVM classifier. In 2018, 

Sangale and Kadu introduced a real-time Foreground- 

background segmentation using C-1SVM (Competing 1- 

class Support Vector Machines) technique [29]. The 

method first trains local C-1SVMs at every pixel area. 

Then, it relabels each pixel using learned C-1SVM. In the 

next step, it performs matting along the foreground 

boundary and then it applies global optimization.  

Tang et al. applied SVM for Foreground Segmentation in 

video sequences [30]. They introduced a novel feature 

image and used it in the framework of a support vector 

machine. In 2020, the SVM method is proposed for 

identifying two locust species and instars [31]. They used 

the Grab Cut method and principal component analysis for 

extracting eight features from 73 features of locusts. 

However, the proposed Image segmentation and feature 

extraction of this method are complicated which causes 

difficulty to achieve fully automatic identification. 

In addition to the SVM-based methods, some other 

methods have been introduced in this field. Dhanachandra 

et al. used k-means to segment the foreground area from 

the background. The subtractive clustering method is 

applied to generate the centroid based on the potential 

value of the data points. In this method, partial contrast 

stretching is used for improving the quality of the image 

and the middle filter is applied to improve the segmented 

image [32]. 

In 2021, Chen et al. proposed an improved K-means 

algorithm for underwater image background segmentation. 

The method deals with the problem of improper 

determination of the value of K and minimizes the effect 

of the initial centroid position of the grayscale image 

during the quantification of the gray surface of the 

conventional K-means algorithm [33].  

In recent years, researchers have proposed some deep 

learning methods for the image segmentation. In 2022, 

Yang et al. proposed a generative adversarial deep network 

for foreground and background segmentation. The method 

avoids trivial decompositions by maximizing mutual 

information between generated images and latent variables 

[34]. 

In this paper, we propose a novel and efficient 

foreground-background segmentation.  First, SVM is used 

for segmenting the interest area from the background. 

Then, K-means clustering is applied for selecting the 

training data of SVM. It restricts the computational efforts 

in the region of interest. However, before applying the K-

means algorithm, the first saliency parts are selected using 

a saliency map and some efficient operators.  

The rest of this paper is organized as follows. In Section 2, 

The SVM and K-Means methods are explained in detail. 

Section 3 describes the proposed method. Section 4 

illustrates the experimental results. Finally, the paper is 

concluded in Section 5. 

2- Primary Concepts 

This section provides a detailed description of SVM and 

K-Means methods as the approaches along with the 

proposed method.  

2-1- Support Vector Machine 

SVM was proposed by Vapnik and coworkers [35]. It is a 

supervised learning method that originated from statistical 

learning theory. The main idea behind SVM is the 

separation of the two classes with a hyperplane that 

maximizes the margin between them. Maximizing margin 

results in minimizing structural risk. The basis of 

minimizing structural risk instead of empirical risk is an 

interesting property of SVM [36]. Thus, SVM outperforms 

other methods such as neural networks which are based on 

minimizing empirical risk. Also, its strong generalization 

reduces the influence of the noise. This method also can be 

considered a non-linear classification using the kernel trick. 

The kernel maps their inputs into high-dimensional feature 

spaces implicitly [37].      

Consider the problem of separating the data set of N points 
( ) ( ){ , }i ix y  with the input data ( )i nx R and the 

corresponding target
( ) { 1, 1}iy     . In feature space SVM 

models take the form: 

 

  
( )( ) ( )T if x x b    (1) 
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where b R  is a bias term and (.) : knnR R  is a 

nonlinear function that maps the input space to a high-

dimensional space. The dimension kn is implicitly defined 

that it can be infinite-dimensional. SVM optimization 

problem for the linear separate case is:  

  

2

,

( ) ( )

1
min

2

( ( ) ) 1 1,...,

w b

i T iy x b i N



    

 

(2) 

 

and for the non-separable case is: 
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(3) 

 

where parameter C is the regularization parameter that 

controls the tradeoff between the complexity of the model 

and the training error that needs to be specified a priori. A 

larger C means assigning a higher penalty to errors. The 

Lagrangian dual problem for the SVM is simply: 
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(4) 

 

where i R  are positive Lagrange multipliers and

( , ) ( ) ( )T
i j i jK x x x x  . Finally, the classification 

problem is solved using quadratic programming packages. 

The new data can be classified as follows: 
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(6) 

 

where sN  is the total number of support vectors. 

2-2- K-Means Clustering Algorithm 

One of the simplest learning algorithms to solve the 

clustering problem is K-Means [38]. It partitions a 

collection of data into k number of disjoint clusters. K-

means is an iterative algorithm that has two steps. In the 

first step, the k centroids are calculated and in the second 

step, each point is taken to the cluster that has the nearest 

centroid from the point. It minimizes the sum of distances 

of each point to its corresponding cluster centroid. The 

algorithm of k-means clustering is as follows: 

 

Initialize the number of clusters k and centers (e.g., 

randomly) 

For each object, 

        Calculate the distance d (e. g. Euclidean distance) to 

each cluster 

        Assign it to the closest cluster 

End  

Recalculate the cluster centers positions 

Repeat the process until it satisfies the terminal conditions 

3- The Proposed Method 

The proposed method starts with the detection of visually 

salient image regions. Saliency detection is the recognition 

of pixels or regions whose state stands out relative to their 

neighbors. It defines what is prominent or noticeable. For 

finding the region of interest in a given image, a saliency 

map is used. Many researchers have proposed different 

algorithms for calculating the saliency map. In this paper, 

the saliency map ( , )SM x y is considered as follows [39]: 

2
1 . ( , )( , ) * [ ]i p x ySM x y g F e  

(7) 

where 
1F 
is the inverse of Fourier Transform, ( , )p x y is 

the phase spectrum of the Fourier transform of a gray level 

image, and g* represents a 2D Gaussian filter. Using a 

small standard deviation, as shown in Fig. 1 (c), we hope 

that the well-defined boundaries of salient objects are 

achieved. Then, the binarization threshold t is applied for 

classifying each point on the maps as salient or non-salient 

(Fig. 1 (d)). 

0  ( , )
( , )

1  ( , )

if SM x y t
T x y

if SM x y t


 


 

(8) 

 

In the next step, the Hole filling algorithm is applied as 

previously suggested by Soille [40]. Hole filling operators 

are found in most photo-editing programs, and they are 

used to fill holes in a given image. Morphologically, a hole 

is defined as a set of pixels in the background that cannot 

be reached by filling in the background from the edge of 

the image. Fig. 1 (e) shows the result after applying the 

filling holes operation.  

The achieved binary image has a small extra spot that 

needs to be removed. The area-opening method is used for 

removing objects in the binary image that are too small. 

By using this method, all connected components with  
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fewer than P pixels are removed from the image. In this 

paper, in all experiments, P is set to 50. The achieved 

image is shown in Fig. 1 (f). 

For better separation of the foreground and background, 

dilation and erosion operators are used. Erosion and 

dilation operators are applied for shrinking and expanding 

the achieved region (the white region in Fig. 1 (f)), 

respectively. Two images are realized in this step, one is 

achieved by applying erosion operator (Fig. 1(g)) and one 

by applying dilation and then negative operation (Fig. 

1(h)).  The data in the white region of the first image (F) 

can be used for foreground samples and the data in the 

white region of the second image (B) can be used for 

background samples. Because the number of these data is 

large, K-means clustering is used as a sampling technique 

to restrict computational efforts in the region of interest. K 

cluster centers for each region are set for the training of 

SVM. It causes reducing the complexity of the SVM 

classifier. In this paper, for each training pixel, six features 

including i, j (spatial features), R, G, B, and SM(i,j) are 

extracted. Finally, all pixels are classified by the trained 

SVM model. 

 

The algorithm for the proposed method is as follows: 

 

Step 1: Calculate the saliency map for each pixel 

Step 2: Classify each point in the maps as salient or non-

salient. 

Step 3: Fill Holes by applying the Hole filling operator. 

Step 4: Remove too small objects with an area-opening 

operator. 

 

Step 5: Identify F and B regions by applying the erosion 

and dilation operators.  

Step 6: Calculate k cluster centers for each region by 

applying K-Means 

Step 7: Train SVM with achieved data. 

Step 8: Classify all pixels by the trained SVM model. 

4- Experimental Results 

In our experiments, images from a benchmark dataset 

proposed by Achanta et al. [41] are used. The dataset 

consists of 1000 images. The results are evaluated in terms 

of PRI, VOI, GCE, and ER. Each of these criteria reveals 

the capability of segmentation methods from a specific 

aspect.  Given a set of n elements 1{ ,..., }nS o o  and two 

partitions of S, 1{ ,..., }rX X X  a partition of S into r 

subsets, and 1{ ,..., }sY Y Y , a partition of S to s subsets, 

the mentioned evaluation metrics are evaluated that 

described briefly as follows: 

I. Probabilistic Rand Index:  

The Probabilistic Rand Index (PRI) is introduced as an 

extension of the Rand Index for evaluating the 

segmentation approaches [42]. PRI is calculated as 

follows: 

,

1
( , ) (1 )(1 )

2

ij ij ij ij

i j

PRI X Y C p C p
n

   
 
 
 

  
(9) 

 

(a) (b) (c) 
(d) 

 

(e) (f) (g) (i) 

Fig. 1: (a) Original image, (b) Gray level image, (c) saliency maps, (d) After applying binarization threshold, (e) 

hole filling operator, (f) area opening operator, (g) erosion operator, (h) dilation operator.  

https://en.wikipedia.org/wiki/Set_%28mathematics%29
https://en.wikipedia.org/wiki/Element_%28mathematics%29
https://en.wikipedia.org/wiki/Partition_of_a_set
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where ijC  is the event that pixels i and j have the same 

label and ijp  is its probability.  

 

II. Variation of Information 

Meila suggested the Variation of Information (VI) which 

measures the amount of information lost and gained in 

changing from one clustering to another [43]. VI is 

considered as follows: 

( , ) ( ) ( ) 2* ( , )VI X Y H X H Y I X Y    (10) 

 

where H and I are the entropy and mutual information 

between two segmentation X and Y, respectively.  

 

III. Segmentation Error Rate  

The segmentation error rate is calculated as: 

 

*100%
a b

ER
n


  

(11) 

where a and b are the number of false-segmented image 

pixels and the number of miss-segmented image pixels, 

respectively.  

 

IV. Global Consistency Error 

The Global Consistency Error (GCE) measures the 

extent to which one segmentation can be viewed as a 

refinement of the other [44]. For a given element iO , 

consider segments that contain iO  in X and Y. These sets 

of pixels are denoted by ( , )iC X O  and ( , )iC Y O , 

respectively. The GCE can be defined as follows: 

 

( , ) ( , ) ( , ) ( , )1
( , ) min  , ,

( , ) ( , )

C X O C Y O C X O C Y Oi i i i
G x y

i in C X O C Y Oi i

 
 
 
 

 

(12) 

In the first experiment, the proposed method was applied 

to six images. The segmentation results are demonstrated 

in Fig. 2. It can be found from Fig. 2 that segmentation 

results are closest to the ground truth segmentation images 

in all cases. For better evaluation, the mentioned criteria 

were calculated and reported in Table 1. 

The proposed method is also compared with other 

segmentation methods. The results for those methods are 

elicited from [28]. The achieved segmented images for 

five images are shown in Fig. 3.  We can see qualitatively 

that the proposed method outperformed the other methods, 

and the segmented images achieved by the proposed 

method are closest to the ground-truth images.  

The methods are also evaluated quantitively in terms of 

ER, VI, GCE and, PRI (Table. 2-5).  The results prove the 

superiority of the proposed method in comparison to other 

methods. Just in some cases, SSVM could lead to better 

results. For example, in image #7, SSVM performs better 

than the proposed method in terms of VI, GCE, and PRI. 

We can also be found visually in Fig. 1 that the result of 

SSVM for this image is better than the proposed method. 

For a better comparison, the quantitative results on the 

whole dataset are reported in Table 6. The numbers are 

average values of ER, GCE, PRI, and VI on the whole 

dataset. As reported in Table 6, the performance of the 

proposed method is superior to other segmentation 

methods in three metrics. But the SSVM and ISVM 

methods outperformed the proposed method in terms of 

VI. Unlike pairwise counting comparison criteria, VI is not 

directly related to the relationships between point pairs. It 

can be said that VI is based on the relationship between a 

point and its cluster in each of the two clusters. Note that 

this is neither a direct advantage nor a disadvantage 

compared to criteria based on the pair counts. 

The proposed method is simple and efficient and the 

results demonstrate its supremacy in terms of ER, VI, 

GCE, and PRI. 

5- Conclusion 

We have developed a novel and efficient foreground-

background segmentation using SVM with the K-means 

clustering method. First, saliency data are automatically 

selected using a saliency map and some efficient and 

simple operators, then K-means is applied as a sampling 

technique to restrict computational efforts in the region of 

interest. Then, the SVM model is trained using achieved 

data. We demonstrated the superiority of the proposed 

approach to some other segmentation methods based on 

the SVM model in terms of ER, VI, GCE, and PRI on a 

benchmark dataset consisting of 1000 images. Although 

the proposed method shows satisfying results in the 

mentioned criteria, it has one drawback. The proposed 

method has two free parameters (K and P) which should 

be allocated with trial and error. In future works, we wish 

to apply a Convolutional Neural Network to learn saliency 

features directly. 
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(a) (b) (c) 

Fig. 2: (a) Original images; b) Segmentation results of the proposed method; c) Ground truth 
segmentations. 
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Table 1:  ER, GCE, PRI and VI of the proposed method for test img1–img6 

Image # VI PRI ER GCE 

1 0.2837 0.9537 2.3694 0.0422 

2 0.1152 0.9848 0.7681 0.0149 

3 0.3679 0.9201 4.1709 0.0554 

4 0.1681 0.9774 1.1419 0.0221 

5 0.1148 0.9858 0.7143 0.0140 

6 0.3232 0.9468 2.7337 0.0510 
 

Table 2:  ER of ISVM, FSVM, FCM-SVM, SSVM (Bai and Wang, 2014) and the proposed method for test img7–img11 

ER ISVM FSVM FCM-SVM SSVM The proposed method 

Image #7 9.5 9.7 24.6 5.3 4.3158 

Image #8 3.9 4.0 4.1 3.4 0.5932 

Image #9 5.7 7.6 7.3 0.2 0.4703 

Image #10 8.2 8.7 11.6 0.4 0.4727 

Image #11 5.9 9.1 5.4 4.7 1.3275 

 
Table 3:  VI of ISVM, FSVM, FCM-SVM, SSVM (Bai and Wang, 2014) and the proposed method for test img7–img11 

VI ISVM FSVM FCM-SVM SSVM The proposed method 

Image #7 0.29 0.31 0.40 0.26 0.4666 

Image #8 0.37 0.36 0.36 0.29 0.0990 

Image #9 0.08 0.13 0.12 0.04 0.0782 

Image #10 0.19 0.20 0.23 0.14 0.0771 

Image #11 0.21 0.24 0.20 0.18 0.1787 

 

Table 4:  GCE of ISVM, FSVM, FCM-SVM, SSVM (Bai and Wang, 2014) and the proposed method for test img7–img11 

GCE ISVM FSVM FCM-SVM SSVM The proposed method 

Image #7 0.07 0.08 0.25 0.02 0.0787 

Image #8 0.04 0.05 0.07 0.03 0.0117 

Image #9 0.26 0.30 0.29 0.01 0.0093 

Image #10 0.20 0.21 0.22 0.02 0.0092 

Image #11 0.07 0.09 0.06 0.03 0.0246 

 

Table 5:  PRI of ISVM, FSVM, FCM-SVM, SSVM (Bai and Wang, 2014) and the proposed method for test img7–img11 

PRI ISVM FSVM FCM-SVM SSVM The proposed method 

Image #7 0.89 0.83 0.76 0.95 0.9174 

Image #8 0.93 0.93 0.94 0.95 0.9882 

Image #9 0.90 0.88 0.85 0.96 0.9906 

Image #10 0.91 0.90 0.89 0.92 0.9906 

Image #11 0.92 0.89 0.91 0.97 0.9738 

 
 

Table 6:  Quantitative results on the whole database 

Image # ER GCE PRI VI 

ISVM 6.13 0.14 0.91 0.26 

FSVM 7.25 0.17 0.88 0.25 

FCM-SVM 8.11 0.22 0.87 0.31 

SSVM 4.26 0.07 0.92 0.21 

The proposed method 3.91 0.05 0.92 0.27 
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(a) 

     

(b) 

     

(c) 

     

(d) 

     

(e) 

     

(f) 

     

(g) 

     

 Fig. 3. (a) original images; (b) segmentation results of ISVM (c) FSVM; (d) FCM-SVM; (e) SSVM; (e) the proposed method; (g) 

ground truth segmentations 
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