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Abstract 
Evolutionary algorithms are among the most powerful algorithms for optimization, Firefly algorithm (FA) is one of them 

that inspired by nature. It is an easily implementable, robust, simple and flexible technique. On the other hand, Integration 

of this algorithm with other algorithms, can be improved the performance of FA. Particle Swarm Optimization (PSO) and 

Gravitational Search Algorithm (GSA) are suitable and effective for integration with FA. Some method and operation in 

GSA and PSO can help to FA for fast and smart searching. In one version of the Gravitational Search Algorithm (GSA), 

selecting the K-best particles with bigger mass, and examining its effect on other masses has a great help for achieving the 

faster and more accurate in optimal answer. As well as, in Particle Swarm Optimization (PSO), the candidate answers for 

solving optimization problem, are guided by local best position and global best position to achieving optimal answer. These 

operators and their combination with the firefly algorithm (FA) can improve the performance of the search algorithm. This 

paper intends to provide models for improvement firefly algorithm using GSA and PSO operation. For this purpose, 5 

scenarios are defined and then, their models are simulated using MATLAB software. Finally, by reviewing the results, It is 

shown that the performance of introduced models are better than the standard firefly algorithm. 

 

Keywords:K-best Attractive Firefly; Global and Local Best Position; Gravitational Search Algorithm (GSA); Improved 

Firefly Algorithm (IFA); Movement in Algorithm; Particle Swarm Optimization. 
 

1- Introduction 

Since most real-life problems can be modeled as 

optimization tasks, many methods and techniques that 

could tackle such problems were developed. Thus, the 

optimization became one of the most applicable fields in 

mathematics and computer science. The difficulty of an 

optimization problem depends on the mathematical 

relationships between the objective function, potential 

constraints, and decision variables. Hard optimization 

problems can be combinatorial (discrete) or continuous 

(global optimization), while continuous problems can be 

further be classified as constrained or unconstrained 

(bound constrained) [1]. 

Today, different algorithms have been proposed to solve 

optimization problems, one of them is Evolutionary 

Algorithms (EA). These algorithms are inspired by nature 

and offer different solutions to search in the problem space. 

EAs are stochastic optimization methods based on the 

evolution theory. They handle a population of candidate 

solutions (offspring) that evolves according to the 

principles of natural selection; that is, using selection, 

recombination, and mutation processes. During the 

evolution, individuals compete, and the fittest among them 

mate for creating the offspring population. 

EAs are able to locate the global optimum and are 

widely used in engineering optimization problems because 

they may accommodate any ready-to-use evaluation 

software. However, EAs call for a great number of fitness 

function evaluations before reaching the global optimum 

[2]. 

One of the most popular of EA is the Firefly Algorithm 

(FA). Fireflies are winged beetles or insects that produce 

light and blinking at night. The light has no infrared or an 

ultraviolet frequency which is chemically produced from 

the lower abdomen is called bioluminescence. They use 

the flash light especially to attract mates or prey. The flash 

light also used as a protective warning mechanism to 

remind the fireflies about the potential predators. Firefly 

algorithm formulated by Yang [3] is a metaheuristic 

algorithm that is inspired by the flashing behavior of 

fireflies and the phenomenon of bioluminescent 

communication. Reference [3] formulated the firefly 

algorithm with the following assumptions: 

1) A firefly will be attracted to each other regardless of 

their sex because they are unisexual.  

 2) Attractiveness is proportional to their brightness 

whereas the less bright firefly will be attracted to the 
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brighter firefly. However, the attractiveness decreased 

when the distance of the two fireflies increased. 

3) If the brightness of both fireflies is the same, the 

fireflies will move randomly [4]. 

After [3], authors in [5-11] and some other improved 

Firefly optimization and contributed to the development of 

this algorithm. Improvement of Firefly Algorithm (FA) in 

[5] with Asexual Reproduction Optimization Algorithm 

(ARO), in [6] with Artificial Bee Colony (ABC) and in 

reference [7] using Pattern Search (PS) are done. There are 

also many research on the application of the firefly 

algorithm to various issues [12-15]. Such as these, 

Engineering optimization problems can be addressed. 

The aims of this paper is improvement the firefly 

algorithm (FA) performance using other algorithms such 

as Particle Swarm Optimization (PSO) and Gravitational 

Search Algorithm (GSA ). 

In the firefly algorithm, the search is based on current 

information, but in the PSO, algorithm preserves past data 

such as local best answer and global best answer to used in 

new candidate answer. Using this PSO feature and 

combine it with the firefly algorithm, the behavior of 

improved FA (Introduced in this paper) will be a function 

of current and past information.  

On the other hand, one of the positive feature of the 

GSA is the use of more effective information in generating 

new candidate answer. The main purpose of this, is to 

reduce the running time of the algorithm, but this method 

can be avoided confusion in choosing the optimal answer 

due to the high volume of information too. Therefore, 

using this GSA feature and combine it with the firefly 

algorithm, the improved FA (that Introduced in this paper), 

will use only useful information in problem search 

processing instead of all the information - effective or 

ineffective -. 

These reasons and other advantages, make the PSO and 

GSA a good candidate to improve the FA. The high speed 

and the accuracy of the Improved FA, can be of great help 

in solving the engineering optimization problems such as 

Smart Grids, Electric Vehicles and etc. 

2- Standard Firefly Algorithm 

There are three basic rules in the firefly algorithm that 

are mentioned in the introductory section. It should be 

noted that the FA is based on these rules. Initially, a 

random position of fireflies is produced. The brightness of 

the fireflies should be associated with the objective 

function of the related problem.  

2-1- The Attractiveness of the Firefly 

The attractiveness of firefly i on the firefly j is based on 

the degree of the brightness of the firefly i and the distance 

rij between the firefly i and the firefly j [16] as in Eq. (1). 

(1) 
2

( ) sI r I
r


  

It is supposed that there are n fireflies; and xi 

corresponds to the solution for firefly i. The brightness of 

the firefly i, is associated with the objective function f(xi). 

The brightness I of a firefly is chosen to reveal its recent 

position of its fitness value or objective function f(x) as in 

Eq. (2). 

(2) (x )i iI f   

The less bright (attractive) firefly is attracted and moved 

to the brighter one. Each firefly has a certain attractiveness 

value β. However, the attractiveness value β is relative 

based on the distance between fireflies. The attractiveness 

function of the firefly is established by Eq. (3). 

(3)  
2

0

rr e      

Where β0 is the firefly attractiveness value at r=0 and γ 

is the media light absorption coefficient [4]. 

2-2- The Movement Towards Attractive Firefly 

It is worth pointing out that the exponent γr can be 

replaced by other functions such as γrm when m>0. The 

distance between any two fireflies i and j at xi and xj can 

be Cartesian Distance in Eq. (4). 

(4) 
2

2
1

( )
d

ij i j ik jk

k

r x x x x


   
 

The firefly i movement is attracted to another more 

attractive (brighter) firefly j is determined by Eq. (5): 

(5)  
2

1 1 1 1

0
ijrn n n n n

i i j i ix x e x x ae



         

Where 
n

ix  is position of firefly i in iteration n. In this 

equation, the second term is due to the attraction, while the 

third term is randomization with the vector of random 

variable εi being drawn from a Gaussian Distribution and 

(α Є [0,1]) [5]. 

The flowchart of the Standard Firefly Algorithm is shown 

in Fig. 1. 

3- Proposed Algorithms 

In the standard version of the firefly algorithm, the main 

role in problem space search is played by the Movement 

Operator. As this operator is better, the FA is faster and 

more accurate. In this paper, Gravitational Search 

Algorithm (GSA) and Particle Swarm Optimization (PSO) 

are used to improve the performance of Standard FA. 

These algorithms help to improve Movement Operator in 

problem space search. 
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3-1- Improvement of Firefly Algorithm using 

Gravitational Search Algorithm 

The Gravitational Search Algorithm (GSA) is a kind of 

population based stochastic search algorithm which was 

first proposed by Rashedi et al. [17], [18].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Flowchart of the Standard Firefly Algorithm 

The method is based on Newton’s theory. Newton’s law 

states that every particle (mass) attracts another particle by 

means of some gravitational force. Technically, in GSA, 

each particle has associated with four attributes: particle 

position, its inertial mass, active gravitational mass, and 

passive gravitational mass. The particle’s position gives 

the solution of a problem while fitness function is used to 

calculate the gravitational and inertial masses [19]. 

In gravitational search algorithm, the movement plays an 

important role in searching the problem space. The force 

exerted on the particles by other masses causes this 

movement. This force is obtained by Eq. (6-10) 

1

m
n n

i ij j
j

F F rand

 
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
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

 
(10) 

where, 
n

iF is the force on the ith particle in nth iteration, 

jrand , random value, 
n

ijF , the force on the ith particle 

from jth particle in nth iteration,
 0G , primary gravitational 

constant, ( )Max n , maximum of iterations,
 ijr , the distance 

between ith and jth particles,
 

n

ifit , fitness of ith particle,
 

nbest and 
nworst  are best and worst fitness of n 

iteration. 

By creating force on masses, the particles are accelerated 

and eventually moved. 
n

n i
i n

i

F
a

M


  

(11) 

1n n n
i i i iV rand V a     (12) 

1 1n n n
i i ix x V     (13) 

where,
 

n

ia  is acceleration of the ith particle in nth iteration, 

1

i

nV 
, ith particle velocity in (n+1)th iteration and 

n

ix  is 

position of ith particle in nth iteration. 

In Eq. (6), calculating the effect of all masses on each 

particle is take a long time and it also can reduce the 

accuracy of the optimal response, therefore, in one version 

of the GSA, K-best particles with bigger mass are used to 

calculate the force exerted on the particles, rather than 

calculating the effect of all. 

1

kbest
n n

i ij j
j

F F rand

 

 

(14) 

where, kbest is k particle with bigger fitness in nth iteration. 

This can improve the performance of the algorithm. So 

that, for proposed FA in this paper, it is suggested to be 

used Kbest for Movement Operator. That way, each firefly 

is attracted to K-best more attractive instead of all more 

attractive fireflies. therefore, The Eq. (5) is modified as the 

Eq. (15). 
(15)  

2
1 1 1 1

0
ij Kestrn n n n n

i i j Kbest i ix x e x x ae


    

   
  

where, j Kbest  Specify just K-best of more attractive 

fireflies can be effective in Eq. (15). 

It is expected to improve the speed and accuracy of the 

firefly algorithm with this change in movement towards 

attractive firefly. 

Start 

Create Initial Population 

Calculate Attractiveness of 

the Firefly 

Update the Firefly Position 

Stopping 

Criterion 

Result 

Movement towards 

Attractive Firefly 

No 

Yes 
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3-2- Improvement of Firefly Algorithm using 

Particle Swarm Optimization 

The Particle Swarm Optimization (PSO) algorithm is a 

member of the wide category of swarm intelligence 

methods for solving global optimization problems. It was 

originally proposed by Kennedy as a simulation of social 

behavior, and it was initially introduced in 1995 as an 

optimization method [20,21]. PSO is a population based 

optimization tool, where the system is initialized with a 

population of random particles and the algorithm searches 

for optimal by updating generations [22]. 

As the GSA, in Particle Swarm Optimization (PSO), the 

movement generates a new candidate response for problem 

space. For this movement, the particle velocity is 

calculated by Eq. (16). 

   1

1 2

n n globalbest n n

i i i

localb

i

es

i

tc x x c x x wVV        (16) 

where, 
loca

i

lbestx  best historical position, 
globalbestx  best 

position of the entire population, n

iV  ith particle velocity in 

nth iteration and c1 , c2 and w are impact factors for 

moving to local or global best answer and old particle 

velocity. 

After calculating the velocity, the new position of the 

particles is obtained by Eq. (17) 
1 1n n n

i i ix x V    (17) 

In PSO, candidate answers for each iteration calculate 

according to the distance of its current position from both 

its own best historical position and the best position of the 

entire population or its neighborhood. This operation can 

be defined as movement towards local and global optimum 

point. it is the key to achieving best response in PSO and 

can be used to improve the performance of the Firefly 

algorithm. 

(18)    1 1 1

1 1 2 2

locan n n globalbeslbes t n

i i i

t

i ix x c x x c x x          

Where 
loca

i

lbestx  best historical position, 
globalbestx  best 

position of the entire population and c1 and c2 are impact 

factors for moving to local or global best answer. 

4- Formulation of Proposed Firefly Algorithm 

According to the concepts mentioned in Sections 3-1 

and 3-2 ,the movement operator in Standard FA, Eq. (5), is 

change to Eq. (19).  

(19) 
 

   

2
1 1 1

0 0

1 1 1

1 1 2 2

ij Kest

localbest

rn n n n

i i j Kbest i

n globalbest n n

i i i i

x x c e x x

c x x c x x ae




 

  



  

  

    

  

Where 
loca

i

lbestx  best historical position, 
globalbestx  best 

position of the entire population , c0 impact factors for 

moving to K-best of more attractive fireflies and c1 and c2 

are impact factors for moving to local or global best 

answer. 

Therefore, Eq. (19) provides the new definition of 

movement in Improved Firefly Algorithm. The flowchart 

of the Proposed Firefly Algorithm is shown in Fig. 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Flowchart of the Proposed Firefly Algorithm 

5- Validation and Computational Experiment 

To show the effectiveness and the power of Improved  

firefly algorithm, proposed in this paper, it is evaluated on 

minimizing 7 well-known benchmark functions [23].  

These benchmark functions are presented in table 1. The 

number of variables in these objective functions is n=30. 

Start 

Create Initial Population 

Calculate Fitness Function and 
Attractiveness of the Firefly 

Select Best Historical Position 

of each Firefly 

Movement towards Local Best, 

Global Best and K-best 

Attractive Firefly 

Stopping 

Criterion 

Result 

Select K-best Attractive Fireflies 

Select Best Position of the 

Entire Population 

Update the Fireflies Position 

No 

Yes 
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Table 1. The 7 Benchmark Functions used in experimental study, n=30, 

[18] 

Name Function Function Range 

Sphere Model 
2

1

1

( )
n

i

i

F x x



 

[-100,100] 

Generalized 

Rastrigin’s 

Function 

  2

2

1

( ) 10coscos 2 10
n

i i

i

F x x x


  
 

[-5.12,5.12] 

Generalized 

Griewank 

Function 

 
1 1

2

3

1
coscos 1

4000

n

i

i
i

i

n x
F x x

i 

 
   

 
 

 
[-600,600] 

Generalized 

Penalized 

Functions 





2

4 1

1
2 2

1

1

1

( ) 10sin ( )

( 1) (1 10sin ( ) ( 1)

( ,10,100, 4)

1
1 ( 1)

4
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( , , , ) 0
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n

i i n

i

n

i

i

i i

m

i i

i i

m
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F x y
n

y y y

u x

y x

k x a x a

u x a k m a x a

k x a x a













  

    

  

 


   


  





f

p

 

[-50,50] 





2

5 1

1
2 2

1

1

2

1

( ) 0.1 sin (3 )
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
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
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
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   
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



f
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[-50,50] 

Ackley’s 

Function 6 1 1( ) n n
i ii if x x x   

 [-10,10] 

Schwefel’s 

Problem 

2
7

1

1

1
( ) 20exp( 0.2 )

1
exp( cos(2 )) 20

n

i
i

n

i
i

f x x
n

x e
n











   

 

 

[-32,32] 

For the computational test purpose, the simulation 

executed on PC with Intel Core i5-2410M CPU @ 2.30 

GHz processor and 6 GB RAM. 

In the functions given on the first column of the table 1, 

the goal of the algorithm is to minimize the value of the 

function. On the other hand, this minimization must 

happen in the shortest possible time. The second column 

of the table shows the dimensions of the problem and the 

third column shows its limitations. 

The constraints of the problem show the upper and the 

lower limit of the decision variables. Therefore, the 

algorithm must be find the best optimal answer with these 

limitations. 

Graphs of three example functions (F1, F2 and F3) in two 

dimensions are also illustrated in Fig. 3. 

 

 

 

 

A. Graph of F1 

 

B. Graph of F2 
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C. Graph of F3 

Figure 3. Graphs of three example functions (F1, F2 and F3) for n=2 

In this section, five scenarios are defined to validate the 

performance of the Improved Firefly Algorithm obviously. 

 

Scenario I. Standard Firefly Algorithm Simulation 

(SFA) 

 

Standard FA is simulated in scenario I, initially. With this 

simulation, the initial state of the optimization is obtained. 

In this scenario, Eq. (5) is used to obtain the new 

position of the firefly. 

 

Scenario II. Applying K-best Attractive Fireflies in the 

Firefly Algorithm (K-FA) 

 

In this scenario, for movement of firefly, each of them is 

attracted to K-best more attractive instead of all more 

attractive fireflies. Eq. (15) gives the new position of the 

firefly. Total running time of this method is expected to be 

reduced. 

 

Scenario III. Applying Local Best Position of Each 

Firefly in the Firefly Algorithm (L-FA) 

 

As mention in section 3-2, local best position of each 

firefly in movement FA, can be help to optimization 

process. In this scenario, movement FA is affected by two 

factors, their local best position and attractive firefly. 

 

Scenario IV. Applying General Best position of 

Fireflies in the Firefly Algorithm (G-FA) 

 

Similar to the scenario III, but with a difference, the 

global best position being used instead of local best 

position. 

 

 

Scenario V. Applying K-best, local and General Best 

Position in the Standard Algorithm (IFA) 
 

Finally, in scenario V, using results of scenarios II-IV, all 

parameters (K-best, local and global best position) are 

contributed to the optimization. This is proposed algorithm 

and it is expected to improve Firefly algorithm. In this 

scenario, Eq. (19) is used to obtain the new position of the 

firefly. 

In the Following, scenario 1-5 are implemented on the test 

functions described in table I. In entire scenarios, population 

size is set to 40 and all of the fireflies are located in search 

space randomly. Maximum iteration of algorithm is 200. the 

result, that shown in tale 2, are achieved by the mean of 30 

independent run for each scenario. Kbest in scenario II and V 

(K_FA and IFA) set to 50% of firefly population. Simulation 

results are shown in table 2 and figure 4. they are compared 

by Standard Firefly (scenario I, SFA). 

Table 2. The average of final best fitness and total time for 30 runs of 
minimizing benchmark functions 1, 2,3,4,5,6 and 7, number of 

iterations=200, n=30 

Scenario  SFA K_FA G_FA L-FA IFA 

Min F1(x) 

Mean 

Fitness 
3.56 3.03 0.19 0.09 0.04 

Improvement 23.9% 94.6% 97.5% 98.9% 

Total 

Time 
118.78 84.82 132.17 134.89 93.45 

Improvement 28.6% -11.3% -13.6% 21.3% 

Min F2(x) 

Mean 

Fitness 
136.87 149.20 119.8 49.32 47.06 

Improvement -9% 12.5% 64% 65.6% 

Total 

Time 
127.65 40.24 88.96 135.49 62.27 

Improvement 68.5% 30.3% -6.1% 51.2% 

Min F3(x) 

Mean 

Fitness 
0.52 0.52 0.1 0.08 0.05 

Improvement 0% 80.8% 84.6% 90.4% 

Total 

Time 
104.99 60.34 100.60 129.38 84.34 

Improvement 60.3% 4.2% -23.2% 20% 

Min F4(x) 

Mean 

Fitness 
14.02 9.85 7.38 0.73 0.22 

Improvement 29.7% 47.4% 94.8% 98.4% 

Total 

Time 
214.54 58.15 167.65 188.37 75.00 

Improvement 72.9% 21.9% 12.2% 65% 

Min F5(x) 
Mean 

Fitness 
44.56 41.34 3.14 -0.23 -0.5 
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Improvement 7.2% 93% 100% 101% 

Total 

Time 
144.81 96.65 156.73 172.21 99.44 

Improvement 33.3% -8.2% -18.9% 31.3% 

Min F6(x) 

Mean 

Fitness 
35.47 28.26 27.52 4.61 4.81 

Improvement 20.3% 22.4% 87% 86.4% 

Total 

Time 
146.86 95.43 153.33 150.77 107.23 

Improvement 35% -4.4% -2.7% 27% 

Min F7(x) 

Mean 

Fitness 
6.96 6.12 1.96 0.80 0.92 

Improvement 12.1% 71.8% 92% 90.8% 

Total 

Time 
151.86 103.69 100.24 157.55 106.70 

Improvement 31.7% 34% -3.7% 29.7% 

 

 

A. Mean Fitness Function and Total Running Time of F1 

 

B. Mean Fitness Function and Total Running Time of F2 

 

C. Mean Fitness Function and Total Running Time of F3 

 

D. Mean Fitness Function and Total Running Time of F4 

 

E. Mean Fitness Function and Total Running Time of F5 

 

F. Mean Fitness Function and Total Running Time of F6 

 

G. Mean Fitness Function and Total Running Time of F7 

Figure 4, Mean Fitness Function and Total Running Time of Benchmark 
Functions 

 

As is clear from the simulation results, performance of all 

the algorithms introduced in Scenario 2-5, (K_FA, G_FA, 

L_FA and IFA), are better than the Standard Firefly Algorithm 

(SFA). In K_FA, The total time of the 30 independent run is 

significantly reduced compared to the SFA. Of course, 
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response accuracy is improved in most functions, too. On the 

other hand, By running the simulation, the response accuracy in 

G_FA and L_FA have increased and these scenarios have 

better performance than the SFA. As a result, in scenario 5, 

which is obtained from the integration of scenarios 2–4, both of 

the total time and the response accuracy has improved 

simultaneously compared to SFA. This improvement (IFA) is 

better than the other scenarios (K_FA, G_FA and L_FA). 

6- Conclusion 

This paper proposed models for improvement of Firefly 

algorithm. These models are developed using the Gravitational 

Search Algorithm (GSA) and Particle Swarm Optimization 

(PSO). K-best attractive fireflies, local best position of each 

firefly and general best position of population, are innovation 

that apply on Standard Firefly Algorithm. These parameters 

affect to the movement of fireflies and they cause the search 

process to be smart and fast. After analyzing and simulating the 

models, it is shown that they perform better than the standard 

version of the Firefly Algorithm. It is also found that among 

these models, performance of IFA is better than the other 

models and Standard Firefly Algorithm in accuracy and 

response speed. 
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