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Abstract  
Farsi font detection is considered as the first stage in the Farsi optical character recognition (FOCR) of scanned printed 

texts. To this aim, this paper proposes an improved version of the speeded-up robust features (SURF) algorithm, as the 

feature detector in the font recognition process. The SURF algorithm suffers from creation of several redundant features 

during the detection phase. Thus, the presented version employs the redundant keypoint elimination method (RKEM) to 

enhance the matching performance of the SURF by reducing unnecessary keypoints. Although the performance of the 

RKEM is acceptable in this task, it exploits a fixed experimental threshold value which has a detrimental impact on the 

results. In this paper, an Adaptive RKEM is proposed for the SURF algorithm which considers image type and distortion, 

when adjusting the threshold value. Then, this improved version is applied to recognize Farsi fonts in texts. To do this, the 

proposed Adaptive RKEM-SURF detects the keypoints and then SURF is used as the descriptor for the features. Finally, 

the matching process is done using the nearest neighbor distance ratio. The proposed approach is compared with recently 

published algorithms for FOCR to confirm its superiority. This method has the capability to be generalized to other 

languages such as Arabic and English. 
 

Keywords: Adaptivity; Feature Extraction; Font Detection; Redundant Keypoint Elimination Method (RKEM); Speeded-

Up Robust Features (SURF). 
 

1- Introduction 

Farsi is the official language of Iran, Tajikistan and 

Afghanistan. Farsi is among the first three languages of the 

world in terms of the number and variety of proverbs [1]. 

With vocabulary coming from Arabic (and other languages 

like Greek, Aramaic, Turkish, etc.) into Farsi, it has 

become one of the richest languages in terms of the word 

count [2]. Farsi is the ninth most widely used language in 

web content, and higher than Arabic, Turkish and other 

Middle Eastern languages [3]. To understand written Farsi 

texts by computers, new particular algorithms should be 

generated.  

Optical character recognition (OCR) is a process by which 

printed documents or scanned pages are converted to 

recognizable characters. OCR is one of the most important 

sectors of e-government. Most of the work done in the 

field of OCR is related to English, Chinese, and Japanese 

texts with dramatic improvements in recent years. While, 

Farsi OCR has continued to thrive despite the relatively 

high volume of academic research and the urgent need for 

government agencies.  Farsi OCR has still a long way from 

its intended desire, and yet no completely acceptable 

system has been developed. In other words, the aim is to 

generate Farsi systems that are comparable in accuracy 

and performance to the English OCRs.  

Font detection is one of the most useful pre-processing 

steps in improving the OCR performance for systems 

which deal with typeset-printed-scanned texts consisting 

several different fonts [4, 5]. Font detection is the process 

through which text language and font type, size and style 

could be identified. Although many methods can be found 

in the literature for font detection, most of them are 

composed of two major stages, i.e., feature extraction and 

font recognition [6, 7]. In general, feature extraction phase 

of font detection methods is categorized into two 

approaches including typographical and textural features 

[8]. In typographical features extraction methods, 

character weights and space widths are used to analyze 

textual images [9, 10]. While, in textural feature extraction 

methods, local and global features are used to describe 

textural images [6]. Overall, textural based methods are 

more accurate compared to the typographical ones, with 

more applications in OCR software [11, 12]. Gabor filter, 
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wavelet transform and local detectors are examples of 

textural features widely used in font detection [13].  

Although many studies have been conducted to detect 

English, Chinese and Japanese fonts, few ones have been 

done for Farsi font detection [14-16]. Due to the 

complexities in Farsi texts including continuous writing, 

the variations of the letters with respect to their relative 

position in words and the difference in the shape of the 

characters in different fonts, direct application of English-

font detection methods for Farsi fonts is not possible. On 

the other hand, no effective method has been developed 

for Farsi font detection which is comparable to those for 

English in terms of recognition accuracy. Given the 

importance and wide spread use of OCR and low accuracy 

of existing methods, proposing operative Farsi OCRs is 

mandatory and challenging. This paves the ground for the 

motivation to propose approaches which improve the Farsi 

font detection system so that it reaches acceptable 

detection rates. 

    One of the most common feature extraction methods in 

the font detection applications is the scale-invariant feature 

transform (SIFT). This algorithm is robust against scale 

and rotation changes and also intensity variations, affine 

distortion and noise [17]. These advantages have made this 

algorithm significant and widely used in the image 

processing tasks. Meanwhile, the imperative problem of 

the SIFT is the creation of redundant points, which lead to 

similar descriptors and consequently possible interference 

in the matching process. Recently, the RKEM has been 

proposed by Hossein-Nejad and Nasri [18], which aims to 

identify and eliminate redundant points in the SIFT using a 

redundancy index. The RKEM-SIFT could well remove 

useless keypoints and result in very good attainments in 

the image registration. Applying the RKEM to problems 

such as image registration [18], copy-move forgery 

detection [19] and image mosaicking [20] validated that 

this algorithm identifies important features and removes 

unnecessary ones.  

This paper proposes an approach for Farsi font detection, 

which works based on an improved version of the SURF 

algorithm. For this purpose, first an Adaptive RKEM 

(A.RKEM) is presented to eliminate redundant keypoints 

of the SURF algorithm. The proposed method operates 

based on the adaptive calculation of the threshold in the 

RKEM-SURF method. In fact, the threshold value is 

determined based on the amount of dispersion (variance) 

of keypoints distances. Hence, the type of the images and 

the between distortions are considered. These points can 

lead to the improvement in the RKEM-SURF efficiency 

via eliminating redundant points and consequently 

enhancing the image matching performance. Another 

improvement with respect to the RKEM-SURF is that the 

threshold value in the input and pattern images are found 

separately, again leading to a more successful image 

matching process. Afterwards, feature descriptors are 

extracted using the SURF algorithm. This descriptor is 

robust against rotation, scale and brightness. It gives 

vectors of length 64 and has high processing speed. Finally, 

the matching process is done using the nearest neighbor 

distance ratio (NNDR) to assign a font type to a query text. 

Simulation results on a database provided by the authors 

and standard databases demonstrated that the proposed 

method achieves higher recognition rates compared to the 

RKEM-SIFT [18], SURF [21] and also recently published 

algorithms. 

The organization of the rest of paper is as follows. In 

Section II, review of literature and research method are 

described. Section III introduces the proposed A.RKEM-

SURF algorithm, adapted to the font detection problem. 

Experimental results and comparisons are presented in 

Section IV. Finally, the paper is concluded in Section V. 

2- Review of Literature and Research Method 

In this section, related works is described briefly, and then 

the RKEM-SIFT algorithm and its problems in font 

detection are investigated. 

2-1- Related Work 

In recent years, there has been an increasing interest in the 

font detection. A considerable amount of literature has 

been published on this issue, some of which are referred to 

in this section. In [6], the statistical analysis of edge pixels 

relationship was used to detect Arabic fonts.  In [9], the 

third and fourth-order moments were used as global 

texture features to recognize eight types of Spanish fonts. 

In [13], the authors proposed Sobel-Roberts gradient in 

sixteen dimensions for feature extraction to detect Farsi 

fonts. To classify fifteen Arabic fonts, the authors of [8] 

used scale-invariant detectors such as SIFT and DOG to 

extract keypoints and used the SIFT descriptor to describe 

the features. In [22], the authors used sixteen channels of 

Gabor filter in four directions and four sizes for feature 

extraction to detect eight types of English fonts and six 

types of Chinese fonts. In [23], Gaussian mixture model 

was used to extract features for detecting ten types of 

Arabic fonts. In [24], correlation coefficients were used to 

extract the features to detect the Farsi fonts. In [25], 

wavelet transform and neural network were used for 

feature extraction and classification respectively, to detect 

Arabic fonts.  In [26], stack and points were used to extract 

features for detecting seven fonts. In [27], the holes in the 

characters and horizontal projection profile of text lines 

were used to extract features in detecting Farsi font. In 

[28], the SIFT algorithm was used to identify and describe 

the features and the matches based on the nearest neighbor 

technique to detect Farsi and Arabic fonts. In [29], 

redundant oriented LBP features were used for features 
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recognition and the nearest neighbor for the classification 

in the process of detecting ten types of Arabic fonts. 

2-2-RKEM-SIFT Algorithm and Its Problems in 

Font Detection 

In this section, the RKEM-SIFT algorithm is described 

briefly, and then the disadvantages of this algorithm in the 

font detection application are reported. 

2-2-1-RKEM-SIFT Algorithm 

The RKEM-SIFT is an improved form of the SIFT 

algorithm; which is used to remove redundant features 

generated by the SIFT algorithm. The feature extraction 

step in this algorithm consists of four phases, respectively 

including: extracting scale-space extrema, improving 

accuracy of localization and eliminating unstable extrema, 

allocating orientation to each generated feature, and 

removing unnecessary keypoints. In the step of removing 

redundant keypoints, it computes the distances between 

the keypoints in each image. Afterwards, for any pair of 

keypoints with a distance less than a pre-determined 

threshold value, one keypoint is deleted and the other one 

is kept for the matching process, according to a 

redundancy index. For more details, we refer the reader to 

[18].  

2-2-2-RKEM-SIFT Algorithm Problems in Font 

Detection 

Despite the high performance of the RKEM-SIFT 

algorithm, experiments of the present study showed that 

this method has some problems in the font detection task. 

The major shortcoming is that the mentioned threshold 

value for the keypoints’ distances should be determined 

experimentally. In choosing the threshold value in the 

RKEM-SIFT, the image type (e.g., natural images, texts 

image, etc.) is not considered as an operational factor.  

Accordingly, some redundant keypoints may not be 

eliminated or some useful ones be removed unwantedly. 

Furthermore, this threshold value is considered the same 

for both the query and training images and the distortion 

between images is not considered. In addition, the RKEM-

SIFT is not suitable for real-time applications. As one of 

the improved versions of the SIFT, the SURF algorithm 

was proposed by Bay [21] in 2006 for the feature matching 

in images. This algorithm has advantages including time 

efficiency, robustness against scale and rotation changes 

and also intensity variations; but it detects several 

redundant keypoints. 

3- Proposed Method 

The proposed font detection process consists of three 

phases, as Fig. 1 shows. At first, the initial features of each 

image (input images, pattern image) are detected using the 

proposed A.RKEM-SURF method and then the descriptors 

are extracted using the SURF algorithm. Finally, the 

matching process is done by the nearest neighbor distance 

ratio criteria. 

 

Fig.1  Block diagram of proposed method for Farsi font detection 

Font detection 

Pattern Image  

 

Feature 

extraction by the 

proposed 

A.RKEM-SURF 

 

Descriptor 

extraction by 

SURF descriptor 

 

Input Image  
 

Feature 

extraction by the 

proposed 

A.RKEM-SURF 

 

Descriptor 

extraction by 

SURF descriptor 

 

Matching by 

NNDR 

method 

 

 

Train Phase 

Test Phase 



 

Journal of Information Systems and Telecommunication, Vol. 8, No. 3, July-September 2020 

 

 

191 

3-1-Feature Extraction 

In this subsection, the A.RKEM method is proposed and 

then used for the feature extraction. The details are 

described as follows. 

3-1-1-Initial Futures Detection 

At the first step, the scale-space extrema are detected, the 

keypoints are accurately localized and the orientation for 

each keypoint is assigned based on the classical SURF 

algorithm [17].  

3-1-2-Final Futures Detection using the A.RKEM 

Method 

In this step, the A.RKEM method is proposed and used for 

the identification of the final features. The aim is to find 

feature vectors which are too close to each other; then 

remove unnecessary ones and keep the rest. Notice that the 

following stages are performed for each image 

individually. The Manhattan distance between any two 

keypoints (e.g., 
mp and

jp ) is calculated (i.e., ( , )m jd p p ) 

for all the keypoints according to (1) [18]. 

1
( , ) ( ) ( )

l

m j m ji
d p p p i p i


   (1) 

In which, ( )mp i and ( )jp i are the i
th

 coordinate of the 

keypoints
mp  and 

jp , respectively and l  is the length of 

any keypoint vector in the image.  

An integer value
maxn is determined to represent the 

maximum number of threshold integer values (i.e., 

max1,2, ,n ). Now, the following two stages are performed 

for all the
maxn number of threshold values: 

- 1
st
 stage: If the distance of 

mp  to any other keypoint is 

greater than the threshold value n , then 
mp  is kept in 

nR . 

The set 
nR collects those keypoints whose distances to all 

others are greater than n. 

 

max

| ( , ) ; , 1,2, ,

1,2, ,

n m m jR p d p p n m j M

n n

  


 (2) 

In (2), M is the total number of keypoints. 

- 2
nd

 stage: The variance of the set 
nR  is calculated 

according to (3).  
2

maxvar( ) 1,2, ,n nR n n    (3) 

The purpose of this algorithm is selecting the optimal 

threshold value for removing redundant keypoints. It 

deserves to be noticed that the original RKEM sets this 

value experimentally at 3 [18], without considering the 

type or other specifications of the images. To the optimal 

selection aim, the threshold value with minimum variance 

of the keypoints’ distances is selected according to (4). 

The reason is that smaller dispersion of keypoints is due to 

existence of less redundant points.  

2)Optimal Thershold arg min( n  (4) 

If the distance between each two distinct keypoints in the 

image is less than the optimal threshold, the unnecessary 

keypoint should be removed. In this condition, the 

keypoint with higher Redundancy Index (RI), defined in 

(5), is considered redundant and thus removed [18]. 
( ) 1 ( )m mRI p SD p  (5) 

In (5), ( )mSD p  is the summation of the distance values 

between the keypoint 
mp  and all other ones. 

The presented A.RKEM method automatically finds the 

threshold value for each image, independent of the others. 

Accordingly, the image type and distortions are considered 

when adjusting the threshold value. This method leads to 

accurate removal of redundant keypoints and ultimately 

increases the matching accuracy. The A.RKEM is not 

limited to the font detection application, as it can be used 

in any task that SIFT and its variants are applied. 

3-2-Descriptor Extraction 

To carry out the image matching, different descriptors 

could be applied. These descriptors are generally 

categorized into three groups: distribution-based 

descriptors, special frequency techniques-based 

descriptors, and differential descriptors [30]. The 

distribution-based descriptors use histograms to represent 

different appearance characteristics. They are robust 

against geometric aberrations. One main disadvantage of 

these descriptors is that their dimensions are large. Shape 

context, SIFT and its improved versions (e.g., SURF and 

GLOH) are some examples of these descriptors. The 

special frequency techniques-based methods describe the 

frequency content of an image. Fourier transform is one of 

the basic techniques of this group of descriptors that 

breaks an image content down into basic functions. 

However, the spatial relationships between points are not 

clear and the basic functions are unlimited; thus, it is not 

suitable for adapting local approaches. Other examples of 

these descriptors are Gabor and Wavelet filters; which 

overcome the mentioned problems in the Fourier 

transform. But a large number of these filters are needed to 

describe small changes in frequency. Differential 

descriptors use image derivatives for description. Steerable 

and complex filters are two examples of these descriptors. 

Among the above-mentioned methods, the distribution-

based descriptors such as the SIFT, SURF and the GLOH 

have higher matching accuracies than others; while the 

differential descriptors perform the least [31]. 

SURF is an example of the distribution-based descriptors 

that was proposed by Herbert Bay in 2006 [21]. As an 

extended speed-up version of the SIFT, the SURF is both a 

detector and a descriptor. The SURF algorithm consists of 

four stages including (1) keypoints detection, (2) keypoints 

positioning, (3) direction assignment, and (4) descriptors 
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creation for keypoints. SURF descriptor uses integral 

images  in conjunction with Haar wavelet filters in order to 

increase the robustness and decrease computation time 

[21]. Haar wavelets are simple filters which can be used to 

find gradients in the   and   directions. Extracting the 

descriptor can be divided into two distinct steps. The first 

step is to construct a square window around the required 

point. This square window contains the pixels which form 

entries in the descriptor vector and its size is 20 ; where 

σ refers to the scale at which the point was detected. 

Furthermore, the window is oriented along a computed 

direction. Since all subsequent calculations are relative to 

this direction, this direction is important to be found to be 

repeatable under varying conditions. To determine the 

orientation, Haar wavelet responses of size    are 

calculated for a set of pixels within a radius of    of the 

detected point. The specific set of pixels is determined by 

sampling those inside the circle using a step size of  . The 

responses are weighted with a Gaussian function, centered 

at the required point. In keeping with the rest the Gaussian 

is dependent on the scale of the point and chosen to have 

standard deviation equal to     . Once weighted the 

responses are represented as points in vector space, with 

the  - responses along the abscissa and the  -responses 

along the ordinate. The dominant orientation is selected by 

rotating a circle segment covering an angle of 3  around 

the origin. At each position, the   and  -responses within 

the segment are summed and used to form a new vector. 

The longest vector lends its orientation the interest point. 

The descriptor window is divided into     regular sub 

regions. Within each of these sub regions Haar wavelets of 

size    are calculated for 25 regularly distributed sample 

points. If we refer to the   and   wavelet responses by    

and    respectively, then for these 25 sample points, we 

collect the vector , , ,dx dy dx dy       for each sub-

region to create the 64-D descriptor vector. The resulting 

SURF descriptor is invariant to rotation, scale, brightness. 

In this paper, the SURF descriptor is used. After creating 

one descriptor for each feature, matching between the 

target page image descriptor and the training site pages 

images. 

3-3-Matching  

In this paper, the matching operation is performed based 

on the descriptors of each feature. By calculating the 

Euclidean distance between descriptors in both images and 

using an appropriate criterion, matching is done. In 

general, there are three criteria for correct matching 

between descriptors in two images: threshold-based 

matching, nearest-neighbors-based matching, and the 

nearest neighbor distance ratio (NNDR), each of which is 

described in the following [30]. 

• Threshold-based matching: if the distance between the 

descriptors of two keypoints in two images is less than a 

threshold, the two keypoints are matched. This method, 

however, has disadvantages; e.g., a descriptor can have 

several matches. 

• Nearest-neighbor-based matching: two regions A and B 

are matched if the DB descriptor is the closest neighbor to 

DA, and the distance between the two descriptors is less 

than the threshold. Through this method, a descriptor has 

only one match. 

• Nearest-neighbor distance ratio (NNDR): this method is 

similar to the nearest-neighbors-based matching. In this 

method, A and B keypoints are matched if (6) is satisfied 

[31]. 

A B

ED

A C

D D
T

D D





 (6) 

In which, DB is the descriptor of the first nearest neighbor 

to the descriptor DA, and DC is that of the second nearest 

neighbor to DA. If the ratio of ‘the distance between the 

first nearest neighbor to the descriptor’ to ‘the distance of 

the second nearest neighbor to a given one’ is smaller than 

a threshold value TED, the matching is done. The value of 

TED is considered equal to 0.8. Since the matching based 

on the ratio of the first and second nearest neighbor is 

more accurate than other methods, this criterion is used in 

this paper for matching [30]. 

Each pattern page is compared with all the pages in the 

database. The font of the training page with the maximum 

number of matches is assigned to the pattern page. If this 

number for a pattern page is less than a pre-determined 

threshold, the font of that page is not included in the font 

bag of the training database. 

4- Experimental Results 

In this section, we evaluate the performance of the 

proposed A.RKEM-SURF algorithm and compare it with 

the RKEM-SIFT[18] , also the method of  method [28],  

the Sobel–Roberts features in [13] and the SIFT [8]. All 

the experiments are performed on a personal computer 

with a 2.28 GHz Intel Core i7, 16G RAM using the 

MATLAB
® 

2015A software. The database, evaluation 

criteria, and experimental results are presented in the next 

subsections. 

4-1-Databases 

We used four datasets to evaluate the proposed Adaptive 

RKEM-SURF method. The first dataset is provided by the 

authors of this paper via printing and scanning the Farsi 

translation of ‘Le Petit Prince’ (The Little Prince) 

book, written by Antoine de Saint-Exupéry originally in 

French. It contains 46 pages with 425×550 pixels printed 

in 20 different Farsi fonts. Each font is written in four 
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sizes: 6, 10, 14, 18 with four different styles: normal, bold, 

italic and bold-italic. The second dataset includes 1400 

text images. It contains 500 pages printed in 10 different 

Farsi fonts;  each of which is written in sizes 11-16 [13]. 

The third and the fourth databases are the printed/scanned 

versions of the Arabic and English translations of ‘The 

Little Prince’ book, produced by this paper authors.  

4-2-Evaluation Criteria 

Classical evaluation criteria including the recognition rate 

(matching accuracy) and recall according to (7-8) are used 

to evaluate the effectiveness of the font detection methods 

[32]. 
Accuracy TP m  (7) 

Recall TP P  (8) 

In (7-8), TP  is the number of correct matches, P is the 

number of correspondences and m  is the total number of 

matches. If the accuracy and recall are high, the 

performance of the system is acceptable. 

4-3-Setup of Experiments 

Six sets of experiments were performed to evaluate the 

performance of the proposed Adaptive RKEM-SURF 

method. In the first and second sets, the performance on 

different sizes and different styles scenarios were 

evaluated, respectively. In the third set, the performance 

was investigated in both different sizes and styles. In the 

fourth set, comparison with other classical methods such 

as RKEM-SIFT [18], methods of [28],  the  Sobel–Roberts 

features in [13] and  the SIFT [8] were presented.. In the 

fifth set, the performance in multi-language texts was 

evaluated. Finally, to evaluate the performance of the 

proposed A.RKEM-SURF method on images with 

simulated noise was evaluated. 

4-3-1-Experiments on Different Sizes 

In this test, text images with different sizes are used, and 

the performance of the proposed A.RKEM-SURF method 

is assessed. Fig. 2 and Table 1 validated that the effect of 

applying the proposed A.RKEM-SURF method is 

appropriate in the font detection application, according to 

the high rates of the recognition (accuracy) and the recall 

criteria.  

4-3-2-Experiments on Different Styles 

In this experiment, text images with different styles are 

used, and the performance of the A.RKEM-SURF is 

compared with the RKEM-SIFT. The results shown in 

Table 2 confirm than the performance of the proposed 

A.RKEM-SURF method is high in detecting the fonts for 

texts with different styles. 

4-3-3-Experiments on Different Sizes and Styles 

In this test, we used images with different sizes and styles 

to evaluate the performance of the proposed font detection 

method. The results of this test are shown in Fig. 3; from 

which, it is easy to conclude that the proposed A.RKEM 

SURF works well on images with different sizes and 

styles. 

4-3-4-Comparison to other Methods 

An experiment was conducted to compare the performance 

of the proposed font-detection method with other classical 

methods, such as [8], [13], and [28]. The results are 

reported in Table 3, which show that the proposed 

A.RKEM-SURF method outperformed the methods of [8] 

and [13], in term of the recognition rate. Although the 

proposed method achieved the accuracy value same as that 

of [28]; it was faster as the last column demonstrates. 

 

 
(a) 

 
(b) 

Fig. 2  Font detection using the proposed method for texts with different sizes. (a) texts with sizes (10,18), (b) texts with sizes (14,18). The first/second 

number in the parenthesis represents the size of the text characters in the pattern/database image. 

Table 1: Font detection results on text images with different sizes. 

Sizes Method Recall (%) Accuracy (%) 

(6,10) 
RKEM-SIFT 94.6 98.2 

A.RKEM-SURF 97 99.5 

(6,18) 
RKEM-SIFT 83.15 89.3 

A.RKEM-SURF 92.7 97.7 

(10,14) 
RKEM-SIFT 78 87.7 

A.RKEM-SURF 88.1 95.8 

(10,18) 
RKEM-SIFT 72.65 85.1 

A.RKEM-SURF 85.42 94.6 

(14,18) 
RKEM-SIFT 68.09 84.2 

A.RKEM-SURF 80.6 93.2 
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Table 2: performance comparison in different styles scenario.  

Sizes Method 
Recall 

(%) 

Accuracy 

(%) 

Run time 
(s) 

Normal 
RKEM-SIFT 91.03 100 14.62 

A.RKEM-

SURF 
98.78 100    10.45 

Italic 
RKEM-SIFT 90 99.9 13.81 

A.RKEM-

SURF 
95.43 100 11.94 

Bold 
RKEM-SIFT 86.52 100 16.43 

A.RKEM-

SURF 
92 100 13.07 

Bold-

Italic 

RKEM-SIFT 75.18 97.6 18.72 
A.RKEM-

SURF 
89.32 99.2 15.61 

Table 3: Comparison of the proposed method with some others 

Method 
Number 

of fonts 

Recognition 

rate 

Required time 

per sample (ms) 

[8] 15 99.5 4.02 

[13] 10 94 3.78 

[28] 20 100 3.25 

A.RKEM-SURF 20 100 2.14 

Table 4: Recognition rates for texts written in English and Arabic 

Language Method Accuracy (%) 

English A.RKEM-SURF 100 

Arabic 
Method of [8] 98.1 

A.RKEM-SURF 100 

 

 

Fig. 3  Overall recognition rate in images with different sizes and styles 

 

 

Fig. 4  Comparison of font detection rate on images contaminated by 

additive Gaussian noise with one mean and different variances. 

4-3-5-Experiments on other Languages 

In this test, the performance of the proposed method in 

detecting fonts of texts written in English and Arabic is 

assessed. The results are shown in Table 4, which show 

that the proposed A.RKEM-SURF method works well in 

the font detection task for English and Arabic texts. Also, 

this method performs better than the method [8]. 

4-3-6-Experiments on Images with Simulated Noise 

In this test, to evaluate the performance of the A.RKEM-

SURF method on noisy images, Gaussian noise with a 

mean of one and a variance between zero to one is added 

to the text images with ten types of fonts. This test is 

important since images are usually taken using low quality 

scanners. The results are shown in Fig. 4. It is easy to infer 

that the font detection rate in both compared methods 

decreases with the increase of the noise variance. Yet, the 

accuracy of the A.RKEM-SURF method is higher than 

that of the method of [13]. This indicates the appropriate 

functioning of the proposed A.RKEM-SURF method 

against noise. 

5- Conclusion  

Farsi language has challenging characteristics for OCR 

that elevates the need for the FOFR. Font detection is an 

essential step in the OCR systems. Thus, one main phase 

of recognizing Farsi characters is to detect the Farsi font of 

the written text. In this paper, a new three-step algorithm is 

presented for the purpose. The A.RKEM-SURF is 

introduced and used for the feature extraction step. Then 

SURF is used as the descriptor and NNDR is utilized for 

the matching step. The simulation results of the proposed 

method show a promising performance in the font 

detection task. Not only very good recognition rates are 

obtained in general, but also particular fonts (e.g. 

Tabassom) which are known to be weak points for other 

FOFR methods, are successfully identified. Additionally, 
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the proposed method was shown to work well in 

recognizing fonts in texts written in English and Arabic. 
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