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Abstract 
Traditional methods of summarization were very costly and time-consuming. This led to the emergence of automatic 

methods for text summarization. Extractive summarization is an automatic method for generating summary by identifying 

the most important sentences of a text. In this paper, two innovative approaches are presented for summarizing the Farsi 

texts. In these methods, using a combination of deep learning and statistical methods (TFIDF), we cluster the concepts of 

the text and, based on the importance of the concepts in each sentence, we derive the sentences that have the most 

conceptual burden. In these methods, we have attempted to address the weaknesses of representation in repetition-based 

statistical methods by exploiting the unsupervised extraction of association between vocabulary through deep learning. In 

the first unsupervised method, without using any hand-crafted features, we achieved state-of-the-art results on the Pasokh 

single-document corpus as compared to the best supervised Farsi methods. In order to have a better understanding of the 

results, we have evaluated the human summaries generated by the contributing authors of the Pasokh corpus as a measure 

of the success rate of the proposed methods. In terms of recall, these have achieved favorable results. In the second 

method, by giving the coefficient of title effect and its increase, the average ROUGE-2 values increased to 0.4% on the 

Pasokh single-document corpus compared to the first method and the average ROUGE-1 values increased to 3% on the 

Khabir news corpus. 

 

Keywords: Extractive Text Summarization; Unsupervised Learning; Language Independent Summarization; Continuous 

Vector Space; Word Embedding. 

 

1. Introduction 

Automatic text summarization of a large corpus has 

been a source of concern over the years, from two areas 

of information retrieval and natural language processing. 

The primary studies in this field began in 1950s. 

Baxendale, Edmundson and Luhnhave done research in 

those years[1]–[3]. Automatic generation of summaries 

provides a short version of documents to help users in 

capturing the important contents of the original 

documents in a tolerable time [4]. Now humans produce 

summaries of documents in the best way. Today, with the 

growth of data, especially in the big data domain, it is not 

possible to generate all of these summaries manually, 

because it’s neither economical nor feasible. 

There are two approaches to text summarization 

based on the chosen process of generating the summary 

[5]: 

 Extractive summarization: This approach of 

summarization selects a subset of existing words, 

phrases, or sentences in the original text to form 

the summary. There are, of course, limitations on 

choosing these pieces. One of these limitations, 

which is common in summarization, is output 

summary length. 

 Abstractive summarization: This approach builds 

an internal semantic representation and then uses 

natural language generation techniques to create 

a summary that is expected to be closer to what 

the text wants to express. 

Based on the current limitations of natural language 

processing methods, extractive approach is the dominant 

approach in this field. Almost all extractive 

summarization methods encounter two key problems in 

[6]: 

 assigning scores to text pieces 

 choosing a subset of the scored pieces 

Traditional methods of summarization were very 

costly and time-consuming. This led to the emergence of 

automatic methods for text summarization. Extractive 

summarization is an automatic method for generating 

summary by identifying the most important sentences of a 

text. Hitherto text summarization has traveled a very 

unpaved path to address this challenge unsupervisedly. In 

the beginning, frequency based approaches were utilized 

for text summarization. Then, lexical chain based 
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approaches came to succeed with the blessing of using 

large lexical databases such as WordNet [7] and FarsNet 

[8], [9]. Since the most common subject in the text has an 

important role in summarization, and lexical chain is a 

better criterion than word frequency for identifying the 

subject of text; as a result, a more discriminating 

diagnosis of the subject of text was made possible which 

was a further improvement in summarization. However 

the great reliance of these methods on lexical databases 

such as WordNet or FarsNet is the main weakness of 

these methods. For the success of these methods depends 

on enriching and keeping up to date the vocabulary of 

these databases that is very costly and time consuming, 

removing this weakness is not feasible. 

Hence, valid methods such as Latent Semantic 

Analysis (LSA) based approaches that do not use 

dedicated static sources -which requires trained human 

forces for producing them- became more prominent. 

Latent Semantic Analysis is a valid unsupervised method 

for an implicit representation of the meaning of the text 

based on the co-occurrence of words in the input 

document. This method is unsupervised and it is 

considered an advantage. But this method has many other 

problems: 

 The dimensions of the matrix changes very often 

(new words are added very frequently and 

corpus changes in size). 

 The matrix is extremely sparse since most words 

do not co-occur. 

 The matrix is very high dimensional in general ( 

≈ 10
6
 × 10

6
 ) 

 Quadratic cost to train (i.e. to perform SVD) 

With the advent of machine learning methods in 

recent years, training more complex models on much 

larger datasets has become possible. Lately, the 

advancement in computing power of GPUs and new 

processors have made it possible for hardware to 

implement these more advanced models. One of the most 

successful of these cases in recent years is the use of the 

distributed representation of vocabularies [10].  

Word Embedding model was developed by Bengio 

et al. more than a decade ago [11]. The word embedding 

model W, is a function that maps the words of a language 

into vectors with about 200 to 500 dimensions. To 

initialize W, random vectors are assigned to words. This 

model learns meaningful vectors for doing some tasks. 

In lexical semantics, Linear Dimension Reduction 

methods such as Latent Semantic Analysis have been 

widely used [12]. Non-linear models can be used to train 

word embedding models [13], [14]. Word embedding 

models not only have a better performance, but also lacks 

many problems of Linear Dimension Reduction methods 

such as Latent Semantic Analysis. 

Distributed representation of vocabularies (Word 

Embedding) is one of the important research topics in the 

field of natural language processing [10], [12]. This 

method, which in fact is one of the deep learning 

branches, has been widely used in various fields of 

natural language processing in recent years. Among these, 

we can mention the following: 

 Neural language model [11], [15] 

 Sequence tagging [16], [17] 

 Machine translation [18], [19] 

 Contrasting meaning [20] 

Bengio et al. [11], Mikolov et al. [21], and Schwenk 

[15] have shown that Neural network based language 

models have produced much better results than N-gram 

models. 

In this paper, a novel method of extractive generic 

document summarization based on perceiving the 

concepts present in sentences is proposed. Therefore after 

unsupervised learning of the target language word 

embedding, input document concepts are clustered based 

on the learned word feature vectors (hence the proposed 

method is language independent). After allocating scores 

to each conceptual cluster, sentences are ranked and 

selected based on the significance of the concepts present 

in each sentence. Ultimately we achieved promising 

results on Pasokh benchmark corpus. 

The structure of the paper is as follows. Section two 

describes some related works. Section three presents the 

summary generation process. Section four outlines 

evaluation measures and experimental results. Section 

five concludes the paper and discusses the avenues for 

future research.  

2. Related Works 

Although many text summarization methods are 

available for languages such as English, little work is 

done in devising methods of summarizing Farsi texts. 

In general these methods can be categorized as 

supervised and unsupervised, while most of the Farsi 

proposed methods so far have been of the former type. 

Supervised summarization methods presented for Farsi 

documents are divided into four categories of heuristic, 

lexical chain based, graph based, and machine learning or 

mathematical based methods: 

 Heuristic method: 

◦  Hassel and Mazdak proposed FarsiSum as a 

heuristic method [22]. It is one of the first 

attempts to create an automatic text 

summarization system for Farsi. The system 

is implemented as a HTTP client/server 

application written in Perl. It has used 

modules implemented in SweSum (Dalianis 

2000), a Farsi stop-list in Unicode format 

and a small set of heuristic rules. 

 Lexical chain based methods: 

◦  Zamanifar et al. [23] proposed a new hybrid 

summarization technique that combined 

―term co-occurrence property‖ and 

―conceptually related feature‖ of Farsi 

language. They consider the relationship 

between words and use a synonym dataset to 
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eliminate similar sentences. Their results 

show better performance in comparison with 

FarsiSum. 

◦  Shamsfard et al. [24] proposed Parsumist. 

They presented single-document and multi-

document summarization methods using 

lexical chains and graphs. To rank and 

determine the most important sentence, they 

consider the highest similarity with other 

sentences, the title and keywords. They 

achieved better performance than FarsiSum. 

◦  Zamanifar and Kashefi [25] proposed 

AZOM, a summarization approach that 

combines statistical and conceptual text 

properties and in regards of document 

structure, extracts the summary of text. 

AZOM performs better than three common 

structured text summarizers (Fractal Yang, 

Flat Summary and Co-occurrence). 

◦  Shafiee and Shamsfard [26] proposed a 

single/multi-document summarizer using a 

novel clustering method to generate text 

summaries. It consists of three phases: First, 

a feature selection phase is employed. Then, 

FarsNet, a Farsi WordNet, is utilized to 

extract the semantic information of words. 

Finally, the input sentences are clustered. 

Their proposed method is compared with 

three known available text summarization 

systems and techniques for Farsi language. 

Their method obtains better results than 

FarsiSum, Parsumist and Ijaz. 

 Graph based method: 

◦  Shakeri et al. [27] proposed an algorithm 

based on the graph theory to select the most 

important sentences of the document. They 

explain their objective as ―The aim of this 

method is to consider the importance of 

sentences independently and at the same 

time the importance of the relationship 

between them. Thus, the sentences are 

selected to attend in the final summary 

contains more important subjects, and also 

have more contact with other sentences.‖ 

[27] Evaluation results indicate that the 

output of proposed method improves 

precision, recall and ROUGE-1 metrics in 

comparison with FarsiSum. 

◦  Hosseinikhah et al.[28]proposed an 

extractive method by combining natural 

language processing and text mining 

techniques. Part of speech tagging is used 

for calculating coefficient of words’ 

importance and graph similarity’s methods 

are used to select sentences without 

redundancy problem. 

 Machine learning and mathematical based 

methods: 

◦  Kiyomarsi and Rahimi [29] proposed a new 

method for summarizing Farsi texts based 

on features available in Farsi language and 

the use of fuzzy logic. Their method obtains 

better results as compared with four 

previous methods. 

◦  Tofighy et al. [30] proposed a new method 

for Farsi text summarization based on fractal 

theory whose main goal is using hierarchical 

structure of document to improve the 

summarization quality of Farsi texts. Their 

method achieved a better performance than 

FarsiSum, but weaker than AZOM. 

◦  Bazghandi et al. [31] proposed a textual 

summarization system based on sentence 

clustering. Collective intelligence 

algorithms are used for optimizing the 

methods. These methods rely on semantic 

aspect of words based on their relations in 

the text. Their results is comparable to 

traditional clustering approaches. 

◦  Tofighi et al. [32] proposed an Analytical 

Hierarchy Process (AHP) technique for 

Farsi text summarization. The proposed 

model uses the analytical hierarchy as a base 

factor for an evaluation algorithm. Their 

results show better performance in 

comparison with FarsiSum. 

◦  Pourmasoumi et al. [33] proposed a Farsi 

single-document summarization system 

called Ijaz. It is based on weighted least 

squares method [34]. Their results proved a 

better performance as compared with 

FarsiSum. They also proposed Pasokh [35], 

a popular corpus for evaluation of Farsi text 

summarizers. 

◦  Farzi and Kianian [36] proposed a Farsi 

summarizer based on a semi-supervised 

summarization approach, which is a 

combination of co-training and self-training 

algorithms. Co-training is a machine 

learning algorithm used when there are only 

small amounts of labeled data and large 

amounts of unlabeled data. They took a 

semi-supervised approach to overcome the 

absence of sufficient labeled data. 

As an unsupervised method, Honarpisheh et al. [37] 

proposed a new multi-document multi-lingual text 

summarization method, based on singular value 

decomposition (SVD) and hierarchical clustering. 

Success of Lexical chain based methods and 

supervised machine learning methods depends on 

enriching and keeping up to date lexical databases and 

training labeled datasets respectively, that is very costly 

and time consuming. These methods often use language-

dependent features and cannot be generalized to other 

languages. On the other hand unsupervised methods such 

as SVD based methods have many problems that are 

mentioned in the previous section. 
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The proposed generic extractive method is a novel 

method that not only is unsupervised, but also does not 

have many problems of SVD-based methods and without 

using any hand-crafted features, achieves much better 

performance compared to supervised methods. 

Although many text summarization methods are 

available for languages such as English 

As to the related works done for English language, 

two of the latest research accomplished in the realm of 

deep learning are: 

 

 Joshi et al. [38]proposed SummCoder, a 

methodology for genericextractive text 

summarization of single documents.The 

approach generates a summary according to 

three sentence selection metrics: 

◦  The sentence content relevance is measured 

using a deep auto-encoder network, 

◦  The novelty metric is derived by exploiting 

the similarity among sentences represented 

as embeddings. 

◦  The sentence position relevance metric is a 

hand-designed feature, which assigns more 

weight to the first few sentences through a 

dynamic weight calculation function. 

Finally Sentence Ranking & Selection module 

fuses the three scores and computes the final 

ranks for each sentence to select high-ranked 

sentences for the final document summary. 

 Nallapati et al. [39] proposed a Recurrent Neural 

Network (RNN) based sequence model for 

extractive summarization of documents and 

show that it achieves performance better than or 

comparable to state-of-the-art. 

3. Proposed Method 

In this section we propose a novel method of extractive 

generic document summarization based on perceiving the 

concepts present in sentences. It is an unsupervised and 

language independent method that does not have many problems 

of SVD-based methods. For this purpose, firstly, the necessary 

preprocesses are performed on the Hamshahri2 [40]corpus texts. 

Subsequently, the Farsi word embedding is created by 

unsupervised learning of Hamshahri2 corpus. Then the input 

document keywords are extracted. Afterward the input 

document concepts are clustered based on the learned word 

feature vectors (hence the proposed method can be generalized 

to other languages), and the score of each of these 

conceptual clusters are calculated. Finally, the sentences 

are ranked and selected based on the significance of the 

concepts present in each sentence. The chart of this 

method is presented in Error! Reference source not 

found.. The following sections will be described based on 

this chart. 
 

 

Fig. 1 Conceptual text summarizer 

3.1 Text Pre-Processing 

To learn a Farsi language model, we use Hamshahri2 [40] 

corpus. We need to produce a dictionary of vocabularies of 

Hamshahri2 corpus.  To do this, we tokenize the words of each 

text file of the corpus using Hazm word_tokenize function[41] 

library. Hazm is an applicable open source natural language 

processing library in Farsi.  Then we compose a dictionary out 

of these words by counting the frequency of each word 

throughout the corpus. This dictionary will be used in 

succeeding steps. 

We constitute a complete list of Farsi stopwords out 

of frequent words in the prepared dictionary along with 

stopword lists in other open source projects. 

3.2 Unsupervised Learning of Farsi Word 

Embedding 

The Hamshahri2 [40] corpus has 3206 text files in 

unlabeled text sections. Each of these files is a concatenation of 

hundreds of news and articles. These news and articles are from 

different fields of cultural, political, social, etc. 

To construct a suitable Farsi word embedding set, we 

use CBOW model [42]. This model is a neural network 

with one hidden layer. To learn the model a small window 

moves across the corpus texts and the network tries to 

predict the central word of the window using the words 

around it. 

We assume a window with nine words length and it 

goes across the unlabeled texts of Hamshahri2 corpus to 

learn the weights of the network as Farsi word embedding 

vectors. The first and the last four words of each window 

is assumed to be the input of the network. The central 

word of the window is assumed to be the label of the 

output. Thus we have a rich labeled dataset. 

Completing the learning process of network weights 

on all windows of Hamshahri2 corpus, we will have a 

suitable Farsi word embedding set, whose words’ 

dimension is equal to the size of the hidden layer of the 



 

Journal of Information Systems and Telecommunication, Vol. 7, No. 1, January-March 2019 27 

network. The hidden layer size is assumed to be 200 in 

this work. 

The Farsi word embedding generated at this stage, maps 

every words of the Hamshahri2 corpus to a vector in a 

200 dimensional vector space. The generated Farsi word 

embedding set contains 300,000 words.  

The t-SNE method for visualization can be used to 

better understand the word embedding environment. 

In the mapping of the words in Error! Reference 

source not found., similar words are closer to each other. 

This issue can also be examined from other dimensions, 

as another example in Error! Reference source not 

found., the closest vocabularies to the header terms is 

given (using the proposed Farsi word embedding 

generated in this work). 

 

Fig. 2 A Persian word embedding visualization using t-SNE method. Part of the words of one of the texts of the Pasokh corpus visualized in this figure 

In the proposed method, using the relationship 

between words, the concepts of the input document are 

represented. In this method, the importance of sentences 

is determined using semantic and syntactic similarities 

between words. And Instead of using single words to 

express concepts, multiple similar words are used. For 

example, the occurrence of words: computer, keyboard, 

display, mouse and printer, even though they are not 

frequently repeated singly in the input document, express 

a certain concept. 

 As stated in the introduction, the great reliance of 

lexical chain based methods on lexical databases is the 

main weakness of these methods. At this stage, to remove 

this weakness, an appropriate word embedding for 

summarization is created that encompasses the semantic and 

syntactic communication of the words in a broader and 

more up to date lexical range than databases that of lexical. 

The word embedding presented in this work is able 

to discover relationships present in the outside world that 

do not exist in common vocabulary databases. For 

example, this word embedding can detect the relation 

between the words of Mashhad, Neyshabur and Khorasan 

(Error! Reference source not found.). Mashhad is the 

capital of Khorasan province and Neyshabur is one of the 

cities of this province. (The common vocabulary 

databases that cannot discover such relationships, are 

comprehensive lexical databases that carry different 

meanings for each word along with relationships between 

them such as: synonyms, antonyms, part of / containing, 

or more general / more specific relationships. But their 

construction is manual, costly and time-consuming.) 

 
Fig. 3 The closest vocabulary to the header terms is given (using the 

proposed Persian word embedding generated in this work) 

 

3.3 Extracting the Keywords of the Document 

For extracting the keywords of the input document, 

we first tokenized the words of the document using Hazm 

tokenizer [41]. Then we excluded stopwords from input 

document tokens. The score of each word of the input 

document calculated using equation (1) [43]: 

     ( )            (1) 

where w is the intended word, TF calculated from 

equation  (2): 

     
   

       
 (2) 

where   is frequency of the i-th word in the j-th 

document and       is maximum frequency of  the 

words in the input document. The TF is normalized using 

this division. 

Finally, IDF in equation (1) was calculated from 

equation (3): 

         (   ⁄ ) (3) 

where N is the number of documents of the 

Hamshahri2 corpus and   is the number of documents in 

the corpus that the i-th word has been observed there. 

If a word is not in the Hamshahri2 corpus, there will 

not be a score for it. Also due to the absence of a vector in 
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the continuous vector space for this word, it is deleted 

from the decision making cycle. Therefore, learning word 

embedding on a richer Farsi corpus will cause to increase 

the accuracy of the method. 

3.4 Clustering Concepts 

In this phase, the concepts present in the input 

document are constructed using the Farsi word 

embedding obtained in section 3.2. For this purpose: 

1. First we sort the keywords of the previous phase 

according to their calculated scores. 

2. Then we map all input document terms into a 

300-dimensional space using the prepared Farsi 

word embedding  

3. We cluster the concepts of this document into ten 

different clusters using K-means algorithm: 

◦  To select the initial centroids, we used the 

top keywords selected in Section 3.3, 

starting with the top keyword and selecting 

it as the first centroid. Then, using the 

cosine distance criterion, we extract 150 of 

the words most similar to this keyword from 

the word embedding found in Section 3.2. 

To select a second centroid, we go to the 

next keyword selected in Section 3.3 and 

check to see if it is among the most similar 

words to the previously selected centroids. If 

available, we will skip this keyword and 

move on to the next keyword. Otherwise we 

choose this keyword as the next centroid. 

We continue these steps until we have 

extracted the first 10 centroids suitable for 

clustering. Excluding keywords that are 

among the words similar to the preceding 

cenroids makes the selected centroids of the 

most important keywords of the text less 

semantically similar. The selected initial 

centroids thus help to differentiate created 

clusters conceptually. 

◦  Then we cluster the entire words of the input 

document using the obtained initial 

centroids. 

◦  Each obtained cluster can be considered as a 

concept. Thus ten key concepts of the 

document are constructed. 

◦  Finally, we consider the nearest word to 

each cluster center as the criterion word for 

that cluster or concept. 

◦  The total score of each concept is calculated 

using the equation (4): 

     ( )  ∑(     ( )          ( ))

   

 (4) 

where w is the word, C is the concept and point(w) is 

the total score of each word that was calculated based on 

equation (1). 

The nearness(w) indicates the closeness of each 

word in the intended concept to the concept’s criterion 

word. Therefore the words nearer to the concept’s 

criterion word will have larger linear coefficients and the 

words farther to that criterion word will have smaller 

linear coefficients. Thus the nearness of each word to its 

concept’s criterion word affects the final score of the 

concept. Hence, repetition of more closely situated words 

in the input document will result in a higher score than 

repetition of farther words. 

3.5 Sentence Ranking 

For ranking sentences, the following steps are taken: 

 First, the input document is read line by line and 

the sentences of each line are separated using 

Hazm sentence tokenizer. 

 For scoring extracted sentences, equation (5) is 

used: 

     ( )  
∑      ( )   

 
 (5) 

where S is a sentence, N is its number of words and 

point(C) is the score of the intended word’s concept. 

 By dividing the sentence score into its number of 

words, we normalized the obtained score, so that 

shorter and longer sentences would have equal 

chance of selection. 

 Sentences are sorted according to their 

normalized scores. 

 According to the desired summary length, 

some sentences with the highest score are 

selected, and are displayed in the order they 

appear in the document. 

3.6 Taking advantage of titles 

As discussed in the previous section, the first method 

presented in this article does not exploit the benefits of 

the title of the text in the summarization process. The text 

title usually contains the most important text message. So 

the concepts mentioned in the title can earn more points 

and the title explanatory sentences in the text thus gain 

more prominence in the summary. This section examines 

the importance of the title in the second proposed method. 

For this purpose, in the first step of the summarization 

process, the coefficient of title effect has been added to 

the calculation of the score of each of the words of the 

input document (using equation 1). This change 

highlights the effect of the words in the title when 

calculating TFij (using equation 2): 

     
        

       
 (6) 

In the above equation, CTEi is the coefficient of title 

effect. This coefficient in the case of presence of thei-th 

word in the title, is equal to the positive constant value, 

and in the absence of it, is equal to zero. By increasing the 

coefficient of title effect, the words that appear in the title 

are scored more and, in the next step (clustering) are more 

likely to be considered as the primary cluster centers. 

Given that in the next steps in order to score the words of 
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each sentence, the score of the cluster containing the word 

is considered as the score of each word, the score of the 

words in the title affects the score of the cluster and in 

fact the clusters containing the words that are In the title 

will score more points and the sentences containing their 

words will also earn more points. 

The results of the second proposed method are 

reported in Table 1,  

 

 

 

 

 

 

 

Table 2 and Table 3. 

4. Experimental Results 

In this section using ROUGE criterion, our system 

generated summaries on single-document Pasokh corpus 

is evaluated and the obtained results are compared with 

other available Farsi summarizers. 

4.1 Evaluation Measures 

ROUGE-N is a measure for evaluation of 

summarizations [44]. This recall based measure is very 

close to human evaluation of summaries. This measure 

calculates the number of common n-grams between the 

system generated summaries and the reference human 

made summaries. It’s therefore a suitable measure for 

automatically evaluating summaries produced in all 

languages. For this work, two public ROUGE evaluation 

tools are studied: 

1. ROUGE: Is a Perl implementation of ROUGE 

measure that was developed by Mr. C. Lin et al. 

at the University of Southern California [44]. 

This implementation does not support unicode 

and it generates unrealistic results for the Farsi 

summary evaluation. After obtaining the 

exaggerated results of this tool for Farsi 

summaries, we realized this great weakness.  

2. ROUGE 2: Is a Java implementation of 

ROUGE-N measure developed by Rxnlp team 

and is publicly accessible [45]. This tool 

supports unicode and the obtained results are 

accurate, but it has only implemented ROUGE-N 

and not any other variations of ROUGE measure. 

In this work, a python implementation of ROUGE-N 

was developed based on Mr. C. Lin’s paper [44]. This 

tool supports unicode and verifies the results of the 

ROUGE-2 implementation [45]. According to the above 

descriptions, the ROUGE-2 is used for summary 

evaluation in this study. 

4.2 Pasokh Corpus 

Pasokh [35] is a popular corpus for the evaluation of 

Farsi text summarizers. This dataset consists of a large 

number of Farsi news documents on various topics. It 

contains human-written summaries of the documents in 

the forms of single-document, multi-document, extractive 

and abstractive summaries. 

The single-document dataset of Pasokh contains 100 

Farsi news texts that five extractive and five abstractive 

summaries for each of these news are generated by 

different human agents. 

One hundred news texts of the single-document 

Pasokh dataset were summarized using the proposed 

algorithm in this work. The compression ratio of our 

system summaries was 25 percent. Then we needed to 

calculate ROUGE-N between each of our system 

generated summaries and the related 5 Pasokh extractive 

reference summaries (human-made summaries). For this 

purpose, ROUGE 2.0 (Java implementation) tool was 

used, which is mentioned in Evaluation tool section 

earlier. The average of the 5 ROUGE-N is considered as 

the evaluation of each of our system summaries. Finally, 

the average of 100 system summary evaluations was 

calculated as the final evaluation result. 

It should be noted that the news headlines of Pasokh 

corpus has not been used in summarization process and 

the results are obtained without taking advantage of 

headlines. 

Pourmasoumi et al. [33] presented Ijaz as an 

extractive single-document summarizer of Farsi news in 

2014 which is available online. In this experiment one 

hundred news texts of the Pasokh corpus were 

summarized using Ijaz summarizer. The compression 

ratio was 25 percent, and the results were obtained 

without using headlines. 

The results are reported in Table 1,  

 

 

 

 

 

 

 

Table 2 and Table 3. 

Table 1 ROUGE-1 scores (percent) on Pasokh single-document dataset 
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Systems 

ROUGE-1 

Avg_Recall Avg_Precision 
Avg_F-

Score 

Shafiee and Shamsfard 

method [26] 
38.8 42.5 39.1 

Ijaz [33] 39.3 44.8 40.5 

Our First Proposed 

Method 

(without using titles) 

45.4 52.4 46.8 

Our Second Proposed 

Method (Coefficient of 

Title Effect: 100) 
45.6 53.1 47.2 

Pasokh Authors 53.9 53.9 49.7 

 

 

 

 

 

 

 

 

Table 2ROUGE-2 scores (percent) on Pasokh single-document dataset 

Systems 

ROUGE-2 

Avg_Recall Avg_Precision 
Avg_F-

Score 

Shafiee and Shamsfard 

method [26] 
21.6 24.7 22.1 

Ijaz [33] 22.6 27.6 15.4 

Our First Proposed 

Method 

(without using titles) 

30.1 37.3 31.9 

Our Second Proposed 

Method (Coefficient of 

Title Effect: 100) 
30.5 38.2 32.6 

Pasokh Authors 39.7 40.4 36.5 

Table 3ROUGE-3 scores (percent) on Pasokh single-document dataset 

Systems 

ROUGE-3 

Avg_Recall Avg_Precision 
Avg_F-

Score 

Shafiee and Shamsfard 

method [26] 
16.7 19.3 17.1 

Ijaz [33] 18.0 22.4 19.3 

Our First Proposed 

Method 

(without using titles) 

26.7 34.0 28.5 

Our Second Proposed 

Method (Coefficient of 

Title Effect: 100) 
27.1 35.0 29.2 

Pasokh Authors 35.1 12.11 17.59 

 

Thus our proposed method in this work has the 

following advantages over Pourmasoumi et al. method:  

 Our proposed method achieves much better 

results than the proposed method of 

Pourmasoumi et al. in all ROUGE-1, ROUGE-2 

and ROUGE-3 measures. 

 The method proposed by Pourmasoumi et al. 

[33] has taken a supervised learning approach, 

while our learning approach is unsupervised. As 

defined by authorities supervised learning 

requires that the algorithm’s possible outputs are 

already known and that the data used to train the 

algorithm is already labeled with correct 

answers. While, unsupervised machine learning 

is more closely aligned with what some call true 

artificial intelligence, the idea that a computer 

can learn to identify complex processes and 

patterns without a human to provide guidance 

along the way. Although unsupervised learning 

is prohibitively complex for some simpler 

enterprise use cases, it opens the doors to solving 

problems that humans normally would not 

tackle. 

 Their proposed method is a Farsi specific 

method, while our proposed method can be 

generalized to other languages. 

Shafiee and Shamsfard [26] proposed an approach in 

extractive single-document Farsi summarization in 2017. 

Unfortunately, neither their summarizer nor 

summaries generated by their proposed algorithm are 

available for comparison, therefore, the algorithm has 

been implemented. 

 In this experiment one hundred news texts of the 

Pasokh corpus were summarized using developed 

summarizer. The compression ratio was 25 percent, and 

the results were obtained using headlines. The results are 

reported in Table 1,  
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Table 2 and Table 3. 

Our approach has the following advantages over 

Shafiee and Shamsfard’s approach:  

 Our proposed method achieves much better 

results than the ―number of similar and related 

sentences‖ method of Shafiee and Shamsfard in 

all ROUGE-1, ROUGE-2 and ROUGE-3 

measures. 

 Shafiee and Shamsfard’s method is supervised, 

while ours is unsupervised. In order to calculate 

a feature’s weight, they utilize one-third of the 

Pasokh single-document corpus. To compute a 

feature’s weight, the mean of F-measure scores 

is calculated to be considered as the final weight 

of the selected feature for single-document 

summarization. 

 Their proposed method depends on enriching 

and keeping up to date the FarsNet lexical 

database, that is very costly and time consuming, 

while our method depends on unsupervised 

learning of the target language word embedding. 

 Their proposed method is a Farsi specific 

method, while our proposed method can be 

generalized to other languages. 

 Their method has used the news headlines in the 

summarization process, while our method has 

obtained the results without using headlines. 

In order to have a better understanding of the results, 

we have evaluated the human summaries generated by the 

contributing authors of the Pasokh corpus as a measure of 

the success rate of the proposed method. Assuming that 

the best summaries are produced by human factors (the 

various authors of the Pasokh corpus), these summaries 

should be the most ideal in the evaluation. For this 

purpose, we compared the summaries generated by each 

of the authors of the Pasokh corpus with summaries from 

other authors of this corpus (with the ROUGE-N 

criterion). Given the varying number of texts 

summarizing by different authors, we consider the 

weighted average of evaluations made by all authors as 

the final evaluation of the corpus authors. The results 

obtained in Table 1,  

 

 

 

 

 

 

 

Table 2 and Table 3 show that:  

 In terms of recall, our proposed method has 

achieved favorable results.  

 In terms of accuracy, based on ROUGE-1 and 

ROUGE-2 our proposed method yielded results 

close to the results of the authors of the corpus 

and in the ROUGE-3 criterion, it reached a 

much higher accuracy than the authors of this 

corpus (2.8 times). 

 In terms of F-Score, ROUGE-1 and ROUGE-2 

our proposed method also yielded results close 

to the results of the authors of the Pasokh corpus 

and in the ROUGE-3 criterion, it achieved a 

much higher score than the authors of this 

corpus (1.6 times). 

The comparison of the results of our proposed 

methods and the authors of the Pasokh corpus shows that 

the results obtained in this paper are close to the ideal 

results and, in some cases, outweigh the human abstracts. 

Hassel and Mazdak created FarsiSum [22] in 2004 as 

one of the first Farsi text summarizers reported in related 

literature. The available version of FarsiSum summarizer 

in their website has a number of bugs. For example, the 

length of the summary FarsiSum produces has a 

significant difference with the requested compression 

ratio percentage. According to previous studies [26], [33], 

the results of our proposed method on Pasokh corpus are 

much higher than the results obtained by FarsiSum 

summarizer. 

4.3 Taking advantage of titles 

Now, we examine the effect of the coefficient of title 

effect on the summaries generated in two corpuses of the 

Pasokh and the Khabir news corpus: As shown in Error! 

Reference source not found., by applying different 

values of the coefficient of title effect and summarizing 

all the records of the Pasokh corpus by this coefficient, it 

can be seen that the overall observed behavior is that by 

increasing the coefficient of title effect, the mean of the F-

Score values is Gradually increased. Noteworthy, the 

exception is the overall behavior in the range of 0 to 12, 

and the observation of the gradual decrease of the F-Score 

values. In fact, the sentences selected in this method are 

sentences that relate more to clusters containing title 

words. By factoring in the words of the title, we actually 

increase the weight of clusters associated with them. 

For example, if the coefficient of title effect in the 

Pasokh corpus is considered 25, the mean value of the F-

Score for all the summarized texts of the corpus is 

approximately equal to that of the zero coefficient. In this 

case, 54 summarized texts are exactly the same as  
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Fig. 4 Average score of all summarized texts of the Pasokh corpus for 

various coefficients of title effect 

generated abstracts with a zero coefficient and 46 

other texts are often created with a little difference. By 

analyzing the differences, it can be said that most of the 

sentences with more literal similarity to the title have 

been selected. In many cases, this has caused a weaker 

statement. In some cases, with a marginal content is 

selected as the title, the selected sentences are closer to 

the content of the headline and have been removed from 

the original content of the text. 

Since the small number of texts of the Pasokh corpus 

and the observation of the results made it difficult to 

make the final conclusion, we repeated this experiment on the 

Khabir corpus. This corpus is made up of 80 thousand Farsi 

news and the lead of them is considered as a summary of the 

news. The abundance of abstracted texts in the Khabir corpus 

eliminates the influence of the rare factors in the final results. In 

this experiment, summaries with a length of 10% were produced 

in separate experiments. As shown in Error! Reference source 

not found., this test was performed for various coefficients of 

title effect and the average score of all generated 

summaries in each test was calculated. By increasing the 

value of the coefficient of the title, the average of recall 

based ROUGE-1 measure initially grows linearly. After the 

growth of the coefficient of title effect up to 400, this linear 

growth is significantly reduced and the results tend to be a 

constant number. It is therefore clear that the increase in the 

coefficient of title effect in the Khabir corpus is a 3% 

improvement in the recall based ROUGE-1 measure of the 

generated summaries. 

 

 

Fig. 5 Average score of all Khabir corpus texts for various coefficients of title 

effect 

5. Conclusion 

In this paper, two novel methods of extractive 

generic document summarization based on perceiving the 

concepts present in sentences are proposed. Therefore 

after unsupervised learning of the target language word 

embedding, input document concepts are clustered based 

on the learned word feature vectors (hence the proposed 

methods can be generalized to other languages). After 

allocating scores to each conceptual cluster, sentences are 

ranked and selected based on the significance of the 

concepts present in each sentence. 

One of the most important challenges in recent 

researches in the field of summarizing Farsi texts is the 

lack of a rich lexical database in Farsi language that can 

be used to measure semantic similarities. In this research, 

by constructing a Farsi word embedding using 

Hamshahri2 corpus, we were able to correctly answer this 

shortage and provide two new methods for summarizing 

the texts according to the semantic and syntactic relations 

learned. 

Using the relationship between words, the concepts 

discussed in the input document are represented. In these 

methods, the importance of sentences is determined using 

semantic and syntactic similarities between words. 

Instead of using single words to express concepts, 

different related words are used. We evaluated the 

proposed methods on Pasokh single-document dataset 

using the ROUGE evaluation measure. Without using any 

hand-crafted features, our proposed methods achieved 

state-of-the-art results. For system summaries generated 

with 25 percent compression ratio on Pasokh single-

document corpus using our first method, ROUGE-1, 

ROUGE-2 and ROUGE-3 recall scores were 45, 30 and 

27 percent, respectively. 

In the second proposed method in this paper, by 

applying various coefficients of title effect and 

summarizing all the records of the Pasokh corpus by this 

coefficient, the overall observed behavior is the gradual 

increase of the mean value of the F-Score by increasing 

the coefficient of title effect. The comparison of the 

results of our proposed methods and the authors of the 

Pasokh corpus also demonstrates that the results obtained 

in this paper are close to the ideal results, and even in 

some cases, outweigh the human abstracts. 

Evaluation of our proposed methods for 

summarization of other languages is suggested for future 

works. Learning word embedding on richer Farsi 

corpuses may be effective in increasing the accuracy of 

our methods. Using PageRank [46] algorithm to produce 

the concept similarity graph and to find more significant 

concepts may also increase the accuracy of our concept 

selection algorithm. Using exploited MMR (Maximum 

Marginal Relevance) [47] greedy algorithm in sentence 

selection process may decrease the redundancy of the 

selected sentences in our proposed methods. 
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