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Abstract 
Clutter usually has negative influence on the detection performance of radars. So, the recognition of clutters is crucial 

to detect targets and the role of clutters in detection cannot be ignored. The design of radar detectors and clutter classifiers 

are really complicated issues. Therefore, in this paper aims to classify radar clutters. The novel proposed MLP-based 

classifier for separating radar clutters is introduced. This classifier is designed with different hidden layers and five 

training algorithms. These training algorithms consist of Levenberg-Marquardt, conjugate gradient, resilient back-

propagation, BFGS and one step secant algorithms. Statistical distributions are established models which widely used in 

the performance calculations of radar clutters. Hence In this research, Rayleigh, Log normal, Weibull and K-distribution 

clutters are utilized as input data. Then Burg‟s reflection coefficients, skewness and kurtosis are three features which 

applied to extract the best characteristics of input data. In the next step, the proposed classifier is tested in different 

conditions and the results represent that the proposed MLP-based classifier is very successful and can distinguish clutters 

with high accuracy. Comparing the results of proposed technique and RBF-based classifier show that proposed method is 

more efficient. The results of simulations prove that the validity of MLP-based method. 
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1. Introduction 

The term radar is an abbreviation for radio detection 

and ranging. The rudimentary concept of radar system is 

inspired by echolocation animals such as bats and 

dolphins. Radar is a system which detects, locates and 

measures the speed of objects using echo electromagnetic 

waves. It transmits electromagnetic waves into 

environments and receives the echoes from objects. It is 

apparent that radar system is effected by progression of 

modern technology. This improvement makes the analysis 

of radar performance more complicated. Many negative 

factors can have destructive influences on radar 

performances. Clutter has really the most negative role on 

radar echo signals. Clutter is any unwanted signal which 

can disorder echoes from radar. Clutter can be reflected 

from any things such as lands, sea, forests, mountains and 

weather conditions. Because of stochastic and variable 

nature of clutters, radar specialists usually apply 

probability density functions for describing the traits of 

clutters. Gaussian, Weibull, Rayleigh, K-distribution and 

log-normal are most popular and widely used models. 

Adaptive techniques for detection, tracking and 

classification of clutters are very crucial. Artificial Neural 

Networks and Heuristic Algorithms have been used for 

radar signal processing which requires high capacity to 

match with different conditions. [1], [2], [3] 

In the field of soft computing, Artificial Neural 

Networks
1
 is one of the most important methods. Its 

invention is inspired by the neurons of human brain. Mc 

culloch and Pitts [4] were the first ones modeled 

mathematically the neural networks. The simplicity, low 

computational cost and high performance are some 

significant characteristics of this computational approach. 

Feed forward Neural Networks [5] are very popular tools 

among other kinds of Neural Networks. They receive data 

as inputs on one side and prepare outputs from other side 

by connections between neurons in various layers. Multi-

layer perceptron
2
 [6,7] is the one type of feed forward 

neural networks. MLP has more than one perceptron in 

different layers. This helps it to solve nonlinear problems. 

Pattern classification [8], data prediction [9], pattern 

recognition, remote sensing and optimization are few 

applications of MLPs. The amazing trait of MLPs is 

learning [10]. Similar to human brain, MLPs have 

aptitude to learn from experiences. This part is common 

in all neural networks. Back Propagation algorithms are 

the instances of learning algorithms which are widely 

used with MLPs. 

As mentioned, Neural Networks and Soft computing 

algorithms have been used successfully for radar signal 

                                                           
1 ANN 
2 MLP 
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processing. Authors in [11] classified various kinds of 

clutters. They tried to categorize birds, weather and ground 

clutters. Their data was obtained from Air Traffic Control. 

In fact, data were experimental were included the 

amplitude and phase of echo signals. Haykin et al in this 

reference extracted a set of best features which can 

differentiate among different clutter models. In reference 

[12] the radar target detection was done with Artificial 

Neural Network. Authors used Prony‟s algorithm to extract 

time-domain target features. Multi-Layer Perceptron and 

the Self Organizing Maps were utilized. These networks 

had been tested and each network had been trained on a 

wide range of SNR and with various data to appraise the 

training invariant traits of each network. Authors in [13] 

considered radar signal detection using Artificial Neural 

Networks in just K-distributed environment. They tested 

two training algorithms. Back propagation and Genetic 

algorithms for an MLP structure were used. In [14] authors 

present the problem of detecting targets in simulated land 

clutter. The clutter was modeled by Weibull distribution. 

Authors in this reference were tried to find a detection 

scheme to determine the target position easily. Because 

high-level clutter echoes were received, they proposed 

detection scheme based on Neural Network, where 

feedforward multilayer perceptron was used. Then, they 

compared their proposed scheme with a coherent detector 

commonly used for Weibull-distributed clutter and 

concluded the performance improvement achieved by 

using their proposed method. Reference [15] described the 

classification of radar returns Sea and ground   clutters. 

Authors first explained an analysis of radar clutter data to 

validate the K amplitude distribution and the autoregressive 

modelling of the spectrum. Then, they briefly introduced a 

multi-layer neural network classifier. The Neural Network 

inputs were included the shape parameter of the K-

distribution, the magnitude and the phase of the poles and 

the reflection coefficients which were calculated by using 

the Burg's algorithm. In [16] authors aimed to improve the 

detection radar performance in presence of snow clutter. 

They extracted suitable features which were occupied to 

separate targets and snow clutter. A Bayes classifier, a 

multilayer perceptron and a radial basis function network 

were tested and compared. In this paper, we classify the 

different types of radar clutters. The general procedure of 

this classification is shown in Fig.1. 
 

 

Fig. 1. the general procedure of classification of radar clutters 

In This paper, we use MLP method to classify four 

different kinds of clutters. We use five different training 

algorithms to form our neural networks. Using four 

clutters and different training algorithms were novel 

concepts and it was not done in any papers. We compared 

MLP and RBF to show that MLP is more suitable for 

clutter data. Fortunately the results prove this issue. These 

Three characteristics are the preferences of our paper. 

This paper has following procedure: first radar clutter 

models which they are used as input data are introduced. 

Rayleigh, Log normal, Weibull and K-distribution clutters 

are modeled. In section 3, three suitable features for clutter 

data are described. Burg‟s reflection coefficients, 

Skewness and kurtosis are these three features. In next part, 

MLP as classifier is explained and 5 training algorithms 

for MLP-based classifier is described. Section 5 represents 

some results of simulations. These results show the 

validity of proposed MLP-based classifier. In this part also 

the results of simulations are compared with results of 

RBF-based classifier. In the last part, the conclusions of 

simulations and this research are mentioned.  

2. Radar Clutter Models 

This section introduces radar clutter models. These 

models can be used for sea and land and weather. Because 

clutters are variable and random echoes, statistical 

distributions are used to describe the characteristics of clutters. 

2.1 Rayleigh Distribution 

The probability density distribution function of 

Rayleigh distribution [17] is 
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Where    is clutter amplitude,     is standard deviation 

of clutter. The distribution function is 
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Where      is radar wavelength. Fig. 2 shows Rayleigh 

distribution with different parameters. 
 

 

Fig. 2. Rayleigh PDF with different parameters 

 

 

0 1 2 3 4 5 6 7 8
0

0.2

0.4

0.6

0.8

1

1.2

1.4

v=0.5

v=0.8

v=1

v=1.5

v=2

P
ro

bi
lit

y 
D

is
tr

ib
ut

io
n

clutter amplitude(x)



 

Journal of Information Systems and Telecommunication, Vol. 5, No. 1, January-March 2017 43 

2.2 Weibull Distribution 

Weibull distribution is used usually for modeling of 

clutter in low grazing angle.it can be used as weather, sea 

and land clutter. Weibull density function is: 
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)             (4) 

 

Where   is shape parameter and c is scale parameter. 

Weibull distribution with different parameters is shown in Fig.3. 
 

 

Fig. 3. Weibull PDF with different parameters 

2.3 K-distribution 

This probability distribution for modeling the statistics 

of clutter is described as a compound distribution that 

consists of two components the local power and the 

speckle component. The K-distribution [18] probability 

density function describing amplitude x is 
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This is characterized by a scale parameter,  , and a 

shape parameter,  . In Fig. 4 K-distribution with different 

shape parameters is shown. 
 

 

Fig. 4. K-distribution PDF with different shape parameters 

2.4 Log Normal Distribution 

One of the first models used to describe non Rayleigh 

clutters was Log normal [19] because it has longer tail 

than Rayleigh. In the Log normal probability density 

function the clutter echo power which is expressed in 

decibel (dB) is Gaussian. The log normal probability 

density function is: 
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Where s is standard deviation and    is average of x.  

Fig.5 shows the variations of log normal pdf when „s‟ 

changes and     . 
 

 

Fig. 5. Log normal PDF with‟   =1‟and different values of „s‟ 

3. Feature Extraction 

Feature extraction plays an essential role in each 

classification problems. It is necessary to extract the set of 

features which can be applied to distinguish the members 

of input types. The study of clutter statistical features has 

been performed to recognize the most suitable set to be 

used as classifier inputs. This is suitable way for 

controlling the computational cost and improving the 

capabilities of classifiers. In this paper we have 

considered four statistical distributions such as Log 

normal, Rayleigh, Weibull and K-distribution for 

classification. We use three features for radar clutters. 

Skewness and kurtosis as high order moments and Burg 

reflection coefficients which are described below. 

3.1 Burg Reflection Coefficient 

Burg‟s reflection coefficients [20] are utilized as 

spectral features for clutters. These coefficients are 

obtained from maximum entropy method (MEM) of 

spectral analysis [21]. 

The coefficients arise out of the lattice implementation 

of the prediction error filter (PEF) which attempts to 

minimize the prediction error power at each stage. This 

minimization results in a whitening filter and as such the 

reflection coefficients represent incremental predictable 

information extracted from the time series at each stage. 

Therefore we use burg‟s reflection coefficients to extract 

the best features. These coefficients are defined as [22]: 
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Where     ( )  and     ( )  are the forward and 

backward prediction errors. They are obtained as: 
 

    ( )        ( )  𝜌       (   )  (8) 
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    ( )        (   )  𝜌 
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The asterik in equations (7) and (9) represent complex 

conjugation. For a specified index  , the prediction errors 

    ( ) and     ( ) are intialized with the input data as follows: 
 

    ( )      ( )    ( )    (10) 
 

For each of the L lattice filters, the index   implies to 

    time series part of length  .     part of the 

prediction-error filter is also determined with   and the 

    sample in a time series is shown with  . 

Although Burg‟s reflection coefficients are features 

which are used for phase of clutter data but it is common to 

use magnitude of  𝜌
 
  directly as the feature of amplitude 

of clutter data. So in this paper, we use  𝜌
 
  as feature for 

our clutter data, because our input data are amplitude of log 

normal, Rayleigh, weibull and K-distribution. 

3.2 Skewness and Kurtosis 

In addition to mathematical description, Skewness and 

kurtosis have physical meanings [23]. The skewness 

represents the asymmetry of the distribution from its 

mean and kurtosis measures how peaky or flat with 

respect to Gaussian distribution. 

In this paper we apply these two high order moment as 

the feature of amplitude of radar clutters. They are defined as: 
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Where   refers to average and   shows the standard 

deviation of  . 

4. Classifiers 

This section explains the classifiers which are used in 

this paper. 

4.1 Multi layer Perceptron Network (MLP) 

In this paper, we have utilized MLP Neural Networks 

as classifiers. An MLP neural network includes various 

layers. An input layer of source nodes, one or more 

hidden layers of computation nodes (neurons) and output 

layers. It should be mentioned that each layer is fully 

connected to next one. Inputs are spread through the 

network layer by layer and MLP gives a non-linear 

mapping of the inputs at output layers.Fig.6 shows MLP 

topology [24]. The recognition basically consists of two 

training and testing phases. In training stage, weights are 

calculated according to the chosen learning algorithm. 

Learning algorithms and their speeds are very essential 

problems for MLP. The aim of training is to minimize the 

global error (E) which is defined as: 
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Where P is the total number of training patterns and 

   is the error for training pattern (p).    is obtained by 

below formula: 
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Where N is the total number of output neurons,    is 

the network output at the     output neuron and    is the 

target output at the     output neuron. In every training 

algorithm, the objective is to decrease this global error by 

adjusting the weights and biases. 

One of the popular learning algorithm is Back Propagation 

(BP) [25]. In BP, a simple gradient descent algorithm updates 

weight values by using following formula[26]: 
 

                 (15) 
 

Where,    is the current gradient,    is learning rate 

and    is the vector of current weights. 

Although BP is still popular, in some conditions, BP 

network classifiers generate non-robust responses and 

converge to local mininmum. New algorithms have been 

introduced for training stage. However, some algorithms 

needs much computing power to get good training 

especially when dealing with a large training set. 
 

 

Fig. 6. MLP topology [24] 

In this paper following learning algorithms are 

considered. 

4.1.1 Levenberg-Marquardt Algorithm 

The objective of designing Levenberg-Marquardt (LM) 

algorithm was to achieve second order training speed 

without having to calculate the Hessian matrix [26]. 

When the performance function has the form of a sum of 

squares, then then Hessian matrix can be approximated 

from following formula: 
 

            (16) 
 

And also gradient is calculated as: 
 

            (17) 
 

Where   is the Jacobian matrix, which cosists first 

derivatives of the network errors with respect to the 

weights and biases, and   is a vector of network errors.  

The Levenberg-Marquardt algorithm [27] utilizes this 

approximation to the Hessian matrix in the following 

Newton-like update:  
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               ]          (18) 
 

Where   is jacobian matrix,   is a vector of network 

errors and   is a constant. 

4.1.2 Conjugate Garadient Algorithm 

The basic back propagation algorithm controls the 

weights in the steepest descent direction (the most 

negative of the gradients). This is the direction in which 

the performance function is declining very quickly. 

Though the function declines most swiftly along the 

negative gradient, this does not necessarily generate the 

fastest convergence. In the conjugate gradient algorithms, 

searching is done along conjugate directions, which 

converge faster than steepest descent directions. 

Conjugate gradient algorithms commence by searching 

in the steepest descent direction on the first iteration. 
 

            (19) 
 

A line search is then done to choose optimal distance 

to move along the current search direction: 
 

                (20) 
 

Then the next search direction is chosen so that it is 

conjugate to previous search directions. Combining the 

new steepest descent direction with the previous search 

direction is popular method for determining the new 

search direction: 
 

                  (21) 
 

The way in which    is computed with Fletcher-

Reeves update as: 
 

   
  

    

    
      

     (22) 

 

Above formula is the ratio of the norm squared of the 

current gradient to norm squard of the previous gradient [28].  

4.1.3 Resilient Back-Propagation (RPROP) Algorithm 

RPROP considers the sign of derivatives as the 

indication for the direction of the weight update [29]. In 

doing so, the size of the partial derivative does not 

influence the weight step. The following equation shows 

the adaptation of the update values of     (weight changes) 

for the RPROP algorithm. For initialization, all     are set 

to small positive values: 
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Where         0<   < 1 <    and        are known as 

the update factors. Whenever the derivative of the 

corresponding weight changes its sign, it implies that the 

previous update value is too large and it has skipped a 

minimum. Therefore, the update value is then reduced    as 

shown above. However, if the derivative retains its sign, the 

update value is    increased. This will help to accelerate 

convergence in shallow areas. To avoid over- acceleration, 

in the epoch following the application of   , the new update 

value is neither increased nor decreased (   )  from the 

previous one. Note that the values of    remain non-

negative in every epoch. This update value adaptation 

process is then followed by the actual weight update process, 

which is governed by the following equations: 
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Weight values are updated with below formula: 
 

   (   )     ( )     ( )   (25) 
 

The update values and weights are changed every time 

the whole pattern set has been presented once to the 

network (learning by epoch). 

4.1.4 BFGS Algorithm 

Newton‟s method is an alternative to the conjugated 

gradient methods for fast optimization. The basic step of 

Newton‟s method is: 
 

                 (26) 
 

Where    is the Hessian matrix of performance index at 

the current values of the weights. Because of high 

computational cost of the Hessian matrix, usually some of 

algorithms which don not need to the computation of second 

derivatives are introduced. These are called Quasi-Newton 

(or secant) method. The quasi-Newton method, which has 

been most successful in published studies, is the Broyden, 

Fletcher, Goldfarb and shanno (BFGS) update [30]. 

4.1.5 One Step Secant (OSS) Algorithm 

The one step secant (OSS) method is an attempt to 

bridge the gap between the conjugate gradient algorithms 

and the quasi-Newton algorithms. OSS algorithm does not 

save the complete Hessian matrix, it assumes that at each 

iteration, the previous Hessian was the identity matrix.  

4.2 Radial Basis Function (RBF) Network 

Radial basis function neural networks (RBFN) are 

popular tools for multivariate approximation, time series 

forecasting, image processing, speech recognition, 

classification and etc., since their properties of 

localization, robustness and stability [31]. The basic 

structure of a RBFN is a two layer, feed-forward network 

in which the activation functions of the neurons of the 

hidden layer are radial basis functions (RBF). Each 

hidden neuron calculates the distance from its input to the 

neuron's central point, c, and applies the RBF to that 

distance. The neurons of the output layer perform a 

weighted sum between the outputs of the hidden layer and 

weights of the links that connect both output and hidden 

layer, in other words linear function is existed between 

the hidden layer and the output layer: 
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  ( )  ∑     ( )        (28) 
 

where x is the input,   is the RBF,    is the center of 

the i
th

 hidden neuron, ri is its radius, wij is the weight links 

that connect hidden neuron number i and output neuron 

number j, and w0 is a bias for the output neuron. 

The problem of automatic RBFN design is an important 

subject. The original regularization RBF theory, proposed 

that the number of basis functions should be equal to the 

number of training samples. The basis functions are 

centered on the training samples and the only unknown 

parameters are the linear weights, which can be determined 

efficiently by solving the system of linear equations. 

However, the resulting networks are complex and often ill-

conditioned. Generalized RBFNs are designed with fewer 

nodes than there are samples in the training set, which 

results in less complex networks. However, the number of 

basis functions, their centers and widths, have to be 

determined. In this paper we have proposed an efficient 

method based on evolutionary RBF neural networks by 

implementing improved bees algorithm. The aim of this 

model is to fit a given data set with sufficient accuracy, and 

more importantly, generalizes well to unseen data while the 

neural network is maintaining a reasonable size. 

5. Simulation Results 

This section represents some of the simulation results 

of the proposed method for classification of radar clutters. 

We have used MATLAB as simulator. 

In this paper, we design a classifier by using artificial 

neural networks. The first step in this classifier is 

producing suitable data set. As mentioned, our input data 

includes radar clutters. Because our works were done in 

university and educational environment, we do not access 

to real and experimental clutter data. So, like other papers, 

we generate clutters with SIRP and ZMNL methods. 

These two methods are very common for generate clutter 

data. We produce 12000 clutter patterns. Log normal, 

Rayleigh, Weibull and K-distribution were four clutters 

which are simulated. Our input data were included: 

a) Log normal: 3000 patterns with unity mean and 

standard deviation equal to 0.9. 

b) Rayleigh: 3000 patterns with unity standard deviation 

c) Weibull: 3000 patterns which its shape parameter is 

1.8 and scale parameter is 1.2.  

d) K-distribution: 3000 patterns with shape parameter 

equal to 2 and unity scale parameter. 

After generation of input data, we extract their 

suitable features. In this simulation, we use skewness and 

kurtosis and  𝜌   as feature for clutter data. 

Then we give these suitable input data to classifier 

based on MLP neural networks. We design various MLP 

classifier with different number of hidden layers and 

neurons. Another characteristic of our work is that we 

train our data with different learning algorithms. Table 1 

shows the list of algorithms which we use for training. In 

all conditions, we choose 8000 patterns of input data as 

training data and others 4000 patterns as test data. Since 

we prove that our proposed method is valid and has high 

accuracy, we compare it with RBF neural network. All 

results show that the proposed method has high accuracy. 

Table 1: Five different training algorithms used for training of MLP 

neural networks 

Algorithm Acronym 

Resilient RP 

Scaled Conjugate Gradient SCG 

Broyden, Fletcher, Goldfarb and Shanno 

(BFGS) Quasi-Newton 
BFGS 

One Step Secant Quasi-Newton OSS 

Levenberg-Marquardt LM 
 

Because the results of artificial neural network are 

random, we repeat simulations for 10 iterations and put 

the average of values in following tables. Note that all of 

values in tables are respect to percentage. In these 

experiments, we test our proposed MLP-based classifier 

in various conditions. First, for different hidden layers 

which have various neurons we have examined our 

classifier. Theses simulation were done in four cases. In 

first case, classifier has two hidden layers which one of 

them has 20 neurons and another has 15 neurons. In 

second condition, MLP-based classifier also has two 

hidden layers but first layer has 30 and second one has 15 

neurons. In two other cases, we design one hidden layer 

for classifier and in each layer are 25 or 35 neurons. All 

of these cases were repeated for 5 different training 

algorithms and MLP was trained by LM, RP, OSS, SCG 

and BFGS training algorithms. The results of all these 

four cases are shown in tables 2 to 5. 

Table 2. confusion matrix of proposed MLP-based classifier with 2 hidden 

layers and (20*15) neurons 

Training 

algorithm 
 Rayleigh 

Log 

normal 
weibull K dist. 

 Rayleigh 98.6% 0 0.4% 1% 

 Log 

normal 
0 93.2% 6.8% 0 

 weibull 0.6% 6.4% 93% 0 

 K dist. 0.2% 0 0 99.8% 

 Rayleigh 91.8% 2.3% 0 5.9% 

 Log 

normal 
0 93.5% 6.5% 0 

 weibull 0 9% 89.7% 1.3% 

 K dist. 0 0.1% 1.6% 98.3% 

 Rayleigh 94% 0 0 6% 

 Log 

normal 
0 90% 10% 0 

 weibull 0.7% 10.1% 89.2% 0 

 K dist. 1.8% 0.5% 0 97.7% 

 Rayleigh 99% 0 0 1% 

 Log 

normal 
0 96.3% 3.7% 0 

 weibull 0 8% 90.7% 1.3% 

 K dist. 0.1% 0 2.3% 97.6% 

 Rayleigh 99.1% 0 0 0.9% 

 Log 

normal 
0 93.7% 6.3% 0 

 weibull 0 9.3% 90.4% 0.3% 

 K dist. 0.4 0 0.7 98.9% 

 

 

LM 

 

RP 

 

BFGS 

 

SCG 

 

OSS 
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Table 3. confusion matrix of proposed MLP-based classifier with 2 

hidden layers and (30*15) neurons 

Training 

algorithm 
 Rayleigh Log normal weibull K dist. 

LM 

Rayleigh 95.4% 0 0 4.6% 

Log normal 0 94.5% 5.5% 0 

weibull 0.1% 6.4% 93.5% 0 

K dist. 0 0.3% 0.5% 99.2% 

RP 

Rayleigh 95.2% 0 1.2% 3.6% 

Log normal 0 94.1% 5.9% 0 

weibull 0 9.2% 90.8% 0 

K dist. 1.2% 0 0.7% 98.1% 

BFGS 

Rayleigh 99.3% 0 0 0.7% 

Log normal 0 96.3% 3.7% 0 

weibull 0 7.9% 92.1% 0 

K dist. 0 1.4% 0 98.6% 

OSS 

Rayleigh 99.8% 0 0.2% 0 

Log normal 0 96.4% 3.6% 0 

weibull 0.1% 6.4% 93.5% 0 

K dist. 0.2% 0.4% 0 99.4% 

SCG 

Rayleigh 99.1% 0.9% 0 0 

Log normal 0 92.5% 7.5% 0 

weibull 0.7% 8.2% 91.1% 0 

K dist. 0 0.1 0.2 99.7% 

Table 4. confusion matrix of MLP classifier with 1 layer and 25 neurons 

Training 

algorithm 
 Rayleigh Log normal weibull K dist. 

LM 

Rayleigh 91.9% 0 6.2% 1.9% 

Log normal 0 92.4% 7.6% 0 

weibull 0.1% 7.3% 89.2% 3.4% 

K dist. 0 0.6% 0.7% 98.7% 

RP 

Rayleigh 98.1% 0 0 1.9% 

Log normal 0 97.8% 2.2% 0 

weibull 1% 8.4% 90.6% 0 

K dist. 6.8 0 0 93.2% 

BFGS 

Rayleigh 99.2% 0 0 0.8% 

Log normal 0 98.8% 1.2% 0 

weibull 1.6% 0 90.2% 8.2% 

K dist. 0 2.3% 0.4% 97.3% 

OSS 

Rayleigh 99.4% 0 0.1 0.5% 

Log normal 0 96.1% 3.9% 0 

weibull 1.2% 5.3% 93.5% 0 

K dist. 0 0.4% 1.6% 98% 

SCG 

Rayleigh 99.8% 0.2% 0 0 

Log normal 0 95% 5% 0 

weibull 0 6.6% 92.6% 0.8 

K dist. 4.3% 0.3% 0 95.4% 

Table 5. confusion matrix of proposed MLP-based classifier with 1 hidden 
layer and (35) neurons 

Training 

algorithm 
 Rayleigh Log normal weibull K dist. 

LM 

Rayleigh 98.4% 0 0 1.6% 

Log normal 0 93.6% 6.4% 0 

weibull 1.1% 5.6% 93.3% 0 

K dist. 0 2.3% 0 97.7% 

RP 

Rayleigh 96.3% 0 0 3.7% 

Log normal 0 95.4% 4.6% 0 

weibull 0.5% 7.4% 92.1% 0 

K dist. 0 0 1.2 98.8% 

BFGS 

Rayleigh 99.8% 0 0 0.2% 

Log normal 0 94.7% 5.3% 0 

weibull 0 8.3% 91.1% 0.6% 

K dist. 3.6% 0.6% 0 95.8% 

OSS 

Rayleigh 98.8% 0.8% 0.4% 0 

Log normal 0 96.6% 3.2% 0.2% 

weibull 8.4% 0 89.3% 2.3% 

K dist. 0.6% 0.8% 0 98.6% 

Training 

algorithm 
 Rayleigh Log normal weibull K dist. 

SCG 

Rayleigh 99.2% 0 0 0.8% 

Log normal 0 96% 4% 0 

weibull 4.8% 3.4% 91.8% 0 

K dist. 0 1.6% 5% 97.9% 
 

It is realizable from tables 2 to 5 that the proposed 

MLP-based classifier can separate radar clutters very 

successfully. Because in each case, the percentage of 

recognition of output is very high and all of them are 

almost more than 90%. These values prove the validity 

and accuracy of proposed technique. 

For emphasizing on accuracy of proposed classifier, 

we compared it with RBF neural network. The confusion 

matrix of RBF-based classifier for radar clutters is shown 

in table 6. Although the results show that RBF-based 

classifier is also good but MLP-based classifier is much 

better than it and has a higher accuracy.  

Table 6. confusion matrix of proposed RBF-based classifier  

 
 Rayleigh 

Log 

normal 
weibull K dist. 

 Rayleigh 93.5% 1.1% 0 5.4% 

 Log 

normal 
2.4% 89.3% 0 8.3% 

 weibull 0 0.6% 99.1% 0.3% 

 K dist. 1.4% 2.2% 4.9% 91.5% 
 

In table 7, the comparison of results of proposed 

MLP-based method with different training algorithms and 

hidden layers with the results of RBF-based classifier are 

mentioned. The values of this table represent that 

proposed technique is more efficient. 

Table 7. comparison of the accuracy of proposed MLP-based classifier and 

RFB-based classifier 

Hidden 

layers 

Training 

algorithm 
% Accuracy of classifier 

20* 15  96.15% 

30*15  95.65% 

25  93.05% 

35  95.75% 

20* 15  93.325% 

30*15  94.55% 

25  94.925% 

35  95.65% 

20* 15  92.725% 

30*15  96.575% 

25  96.375% 

35  95.35% 

20* 15  95.9% 

30*15  97.275% 

25  96.75% 

35  95.825% 

20* 15  95.525% 

30*15  95.6% 

25  95.7% 

35  96.225% 

RFB 

 

93.35% 

 

 

 

 

RBF 

 

LM 

 

RP 

 

BFGS 

 

OSS 

 

SCG 
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6. Conclusions 

Classification of radar clutters is very essential issue in 

radar researches. So in this paper is tried to classify four 

important models of clutter. Rayleigh, Log normal, Weibull 

and K distribution are these four models. Since to decrease 

the complexity of the classifier, a feature extraction has 

been designed for providing the classifier inputs. The 

proposed MLP-based classifier could classify clutters 

successfully. The results show that more than 90%, the 

proposed classifier was successful. The results of proposed 

technique were compared with the results of RBF-based 

method. All results prove the validity of proposed method. 

Future researches will be focused on radar clutter 

classification with other kinds of Neural Networks and 

Soft computing algorithms. We will improve the Neural 

Networks by using soft computing algorithms like 

Genetic and Ant Algorithms. In the next works we will 

use some other features which can describe clutters better. 
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