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Abstract 
This paper presented a multiple Distributed Learning Automata (DLA) random walk model for node classification on 

a social network task. The purpose of this work is to improve the accuracy of node classification in social network by 

using of DLA. When dealing with large graphs, such as those that arise within the context of online social networks, a 

subset of nodes may be labeled. These labels can indicate demographic values, interest, beliefs or other characteristics of 

the nodes. A core problem is to use this information to extend the labeling so that all nodes are assigned a label. 

Due to the high accuracy of local similarity measures, in the proposed algorithms, we will use them to build the 

transition matrix. As a standard in social network analysis, we also consider these networks as graphs in which the nodes 

are connected by edges and the transition matrix is used as weight value of edges. Now we partition this graph according 

to labeled nodes. Every sub-graph contains one labeled node along with the rest of unlabeled nodes. Then corresponding 

DLA on each partition. In each sub-graph we find the maximal spanning tree by using of DLA. Finally, we assign label by 

looking at rewards of learning automata. We have tested this algorithm on three real social network data sets. The result of 

Experiments show that the expected accuracy of a presented algorithm is achieved. 

 

Keywords Social Network, Classification, Distributed Learning Automata, Node Labeling, Local Similarity Measure. 
 

 

1. Introduction 

The rise of online social networks in the past decade 

leads to generate more information to the people, ideas 

and their thoughts. Much of this information can be a 

model by labels that related with the people. These labels 

contain diverse information of nodes such as age, location, 

religion idea and etc. 

Node classification in a social network in fact, assigns 

a label for unlabeled nodes from set of labels. There are 

many new applications for this kind of labeling, such as: 

 Suggesting new connections or contacts to 

individuals, based on finding others of similar 

interests, demographics, or experiences. 

 Recommendation system is to suggest objects 

(music, movies, and activities) based on the 

interests of other individuals with overlapping 

characteristics. 

 Question answering systems which direct 

questions to those with the most relevant 

experience to a given question. 

 Advertising systems is, which show 

advertisements to those individuals most likely 

to be interested and receptive to advertising on a 

particular topic. 

 Sociological study is of communities, such as the 

extent to which communities form around 

particular interests or affiliations. 

 Epidemiological study of how ideas and “memes” 

spread through communities over time. 

Of course, these are just a few examples of the many 

different ways social network data is of interest to 

businesses, researchers, and operators of social networks. 

They have in common the aspect that knowing labels for 

individuals is a key element of each application. 

So far, other methods are presented in two categories: 

iterative classification and random walk. The first 

category methods are based on iterative classification. 

Between researchers that have been done in this area, we 

can mention Neville and Jensen [1]. They originally used 

a Naive Bayesian classifier to derive labels in their 

instantiation of the ICA framework. An important special 

solution is the method of Macskassy and Provost[2], who 

used a simpler classification method based on taking a 

weighted average of the class probabilities in the 

neighborhood (effectively “voting” on the label to assign). 

Bhagat et al [3] proposed a method that considers the 

labeled nodes in the entire graph. This can be viewed as 

an instance of ICA using a nearest neighbor classifier to 

find a labeled node that is most similar to an unlabeled 
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node being classified. Chakrabarti et al. in their method 

used features from neighboring documents to aid the 

classification, which can be viewed as an instance of ICA 

on a graph formed by documents [4]. 

The second category method is based on random walk. 

The node classification method of Zhu et al. [5] was 

proposed within the context of semi-supervised learning, 

where a symmetric weight matrix   is constructed using 

Eq. (1). More generally, we consider it to take as input 

graph          , from which we derive the matrix 

         . Nodes   have initial labels   from the label 

set  . 

          
‖     ‖

 

   
  (1) 

Jaakkola and Szummer [6] considered the variation 

where the labeled nodes are not forced to be absorbing 

states. A recently proposed method by Zhou et al. [7] 

considers partitioning a graph based on both structural 

and attribute similarity of nodes on the graph. A central 

example is the work by Kleinberg and Tardos that 

describes the problem of Metric Labeling [8]. A different 

approach studied by McSherry is to use spectral methods 

(study of eigenvalues and eigenvectors) to recover a 

labeling [9]. Goldberg et al. make the observation that 

nodes may link to each other, even if they do not have 

similar labels [10]. Leskovec et al. [11] study the problem 

of classifying edges as positive and negative through the 

lens of two theories from social science literature: 

Balance and Status. Goyal et al. [12] studied a problem of 

edge labeling with applications such as viral marketing, 

where it is useful to know the influence that a user has on 

his neighbors. XiaohuaXu et al. [13] proposed algorithm 

based on multiple ant colonies for node classification. 

HuanXu et al. [14] presented a model by name of a factor 

graph. This model created a hidden graph model from 

main transition graph. In this model type of relation 

between nodes depend on direct or undirected relation in 

a transition graph. In continue they classified node with a 

loopy back propagation algorithms. 

2. Problem Definition 

Social network is defined by a graph            , 

where   is set of nodes,   is set of edges that shown a 

relation between nodes in social network,  is weight 

matrix then shown similarity between nodes (more 

similarity, more weight) and   is set of label of nodes. 

This label can be age, sex and other profile information 

and or other singed such as favorites. 

In the classification in social network problem, we are 

given a graph          with a subset of nodes       

labeled, where   is the set of n nodes on the graph 

(possibly augmented with other features), and        
    is the set of unlabeled nodes. Here   is the weight 

matrix, and E is the set of edges. Let   be the set of   

possible labels, and                      be the initial 

labels on nodes in these   . The task is to infer label’s   

on all nodes   of the graph. 

Let                     be the initial labels from the 

label set  , on nodes in the set   . 

For clarity, we provide some illustrative example of how 

(social) network data may be captured by a variety of 

choices of graph models: 

Example: As an example of a different kind os a network, 

consider the picture and video sharing website, Flickr. Let 

graph          represent the Flickr user network, 

where: 

 Nodes  : A node        represents a user. 

 Edges  : An edge           between two nodes 

  ,    could be an explicit link denoting 

subscription or friend relation; alternately, it 

could be a derived link where   ,    are 

connected if the corresponding users have been 

co-viewed more than a certain number of picture 

or videos. 

 Node Labels  : The set of labels at a node may 

include the user’s demographics (age, location, 

gender, occupation), interests (hobbies, movies, 

books, pictures), a list of recommended videos 

extracted from the site, and so on. 

 Edge Weights  : The weight of an edge could 

indicate the strength of the similarity, could be 

created from local similarity measure, denoting 

subscription or friend relation. 

3. Learning Automata and Distributed 

Learning Automata 

3.1 Learning Automata 

A learning automaton is an adaptive decision-making 

unit that improves its performance by learning how to 

choose the optimal action from a finite set of allowed 

actions through repeated interactions with a random 

environment. The action is chosen at random based upon 

a probability distribution kept over the action-set and at 

each instant, the given action is served as the input to the 

random environment. The environment responds to the 

taken action in turn with a reinforcement signal. The 

action probability vector is updated based upon the 

reinforcement feedback from the environment. The 

objective of a learning automaton is to find the optimal 

action from the action-set so that the average penalty 

received from the environment is minimized [15]. The 

environment can be described by a triple           
where a               represents the finite set of 

inputs (actions),                denotes the set of 

values can be taken by the reinforcement signal, and 

              denotes the set of the penalty 

probabilities is called penalty set. If the penalty 

probabilities are constant, the random environment is said 

to be a stationary random environment, and if they vary 

with time, the environment is called a non-stationary 
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environment. The environments depending upon the 

nature of the reinforcement signal b can be classified into 

P-model, Q-model and S-model. The environments in 

which the reinforcement signal can only take two binary 

values 0 and 1 are referred to as P-model environments. 

Another class of the environment allows a finite number 

of the values within the interval       can be taken by the 

reinforcement signal. Such an environment is referred to 

as Q-model environment. In S-model environments, the 

reinforcement signal lies in the interval      . The 

relationship between the learning automaton and its 

random environment has been shown in Fig. (1). 

 

Fig. 1: The relationship between the learning automaton and its random 

environment 

Learning automata can be classified into two main 

families: fixed structure learning automata and variable 

structure learning automata. Variable structure learning 

automata is represented by a quadruple               
where                 is the set of inputs,   
             is the set of actions,          
                  is learning algorithm, and   
             is the Action probability vector. The 

learning algorithm is a recurrence relation which is used 

to modify the action probability vector. Let      and      

denote the action chosen at instant k and the action 

probability vector on which the chosen action is based, 

respectively. The recurrence equation shown by (2) and 

(3) is a linear learning algorithm by which the action 

probability vector p is updated. Let       be the action 

chosen by the automaton at instant k. The action 

probabilities are updated as given in Eq. (2), when the 

chosen action is rewarded by the environment (i.e., 

      ). When the taken action is penalized by the 

environment, the action probabilities are updated as 

defined in Eq. (3) (i.e.,       ). 

(2) 

        {
        (       )          

                                 
 

(3) 

 
       

 {
                     

  

   
                                

 

Where   the number of actions is can be chosen by the 

automaton;   and   denoted the reward and penalty 

parameters and determined the amount of increases and 

decreases of the action probabilities, respectively. If 

   , the recurrence Eq. (2) and Eq. (3) are called linear 

reward-penalty (    ) algorithm, if     the given 

equations are called linear reward-e penalty (    ), and 

finally if     they are called linear reward-inaction 

(   ). In the latter case, the action probability vectors 

remain unchanged when the taken action is penalized by 

the environment. 

3.2 Distributed Learning Automata 

A distributed learning automata (DLA) is a network of 

the learning automata which collectively cooperated to 

solve a particular problem. Formally, a DLA can be 

defined by a graph          , T and   , where 

                  is the set of learning automata, 

     is the set of the edges in which edge     

corresponds to the action    of the automaton    ,   is the 

set of learning schemes with which the learning automata 

updated their action probability vectors, and    is the root 

automaton of DLA from which the automation activation 

is started. An example of a DLA has been shown in Fig. 

(2).     is activated when action j of     is selected. The 

number of actions for     equal with a number of 

outgoing edge from node      
 

 

Fig. 2: Distributed learning automata 

4. Distributed Learning Automates Random 

Walk 

4.1 Similarity Matrix by Local Measure 

Due to the good results of local similarity measures in 

various articles, in this paper we use, eight measures base 

on common friends or common relation to create a 

transition matrix. In continue we describe eight measures 

that used for this article and other articles. 

Jaccard Coefficient: This coefficient one of the 

popular measures in a data recovery field [16, 17]. This 

coefficient defined as a ratio of a common friends in a 

union of a friend for two nodes. Equation of a coefficient 

shown in Eq. (4). 

(4) 
                                

Where      is the number of a friend for node  . 

Adamic/Adar Index: This measure is useful for find 

a relation between webpages, and is linked with a 

common features of two webpages [17, 18]. Equation of 

this index shown in Eq. (5). 

 

Random Environment 

Learning Automaton 
𝛽 𝑛  

 

𝛼 𝑛  

LA

1 

LA

3 

LA

2 

𝛼  

𝛼  
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(5)         ∑
 

                     
 

Where      is outgoing of a common friends between 

nodes    . 

Hub promoted index: This measure is used for 

determine to overlap between two nodes [19]. This index 

defines as a ratio of a common friends to a minimum of 

friends between two nodes. Equation of this index shown 

in Eq. (6). 
(6)                                        

Hub depressed index: This measure is the same 

before at with difference that the denominator is the 

maximum of friends between two nodes [20]. Equation of 

this index shown in Eq. (7). 
(7)                                         

Link weight: this measure containing two measures 

first sum of weight and second product of weight [20]. At 

the first for each node, edge weights were calculated 

separately according to Eq. (8). Then link weight 

calculated as summation or production of two node 

weight (Eq. (9) and Eq. (10)). 

     
 

√      
 ,      

 

√      
 (8) 

                  (9) 

                  (10) 
Salton index: This measure defines as a ratio number 

of common friend to geometric mean of each node friends 

[17]. Equation of this index shown in Eq. (11). 

                    √              (11) 

Sorenson index: This measure define as ratio number 

of common friends to arithmetic mean of each node 

friends [17]. Equation of this index shown in Eq. (12). 
(12) 

 
                    √              

In this study, we use measures defined above for 

create the transition matrix. 

4.2 General Description of Proposed Algorithm  

In this proposed algorithm, at first we use graph 

partitioning: each sub-graph containing labeled node and 

set of an unlabeled nodes. Now for each sub-graph is a 

corresponding network of distributed learning automata. 

Set of action for each automata is equally to be out-

degrees of a node. In addition for better convergence, we 

let automates use the transition matrix value as the initial 

probability vector. Our object is achieved to be maximal 

spanning tree in each sub-graph. 

In each sub-graph labeled node as root and random 

select any action from action set. This choice of action 

has two consequences: 

1: activated automata on another side selected action 

and put the activated automata in an active group. 

2: inactive selected action on another automata for 

avoid cycle in a graph 

This trend continues to get all the automaton in the 

active group. Finally if cost of a tree improved, considers 

its environment as favorable response and all automata in 

a tree rewarded. Otherwise, all automata is fined. We use 

linear reinforcement learning in proposed algorithm. 

When the chosen action is rewarded by the environment, 

the action probabilistic update as given in Eq. (1) and 

when the chosen action is penalized by the environment, 

the action probabilistic update as given in Eq. (2). 

Because of being inactive some action of automata for 

avoid of a cycle in a sub-graph, before selected one action, 

probabilistic vector divided to a summation possibility of 

active actions. This subject is shown in Eq. (13). 

(13)                                
     

    
 

Where      is set of active action’s automata. 

In the end of each iterative, we update the 

probabilistic action’s vector because of activating, 

inactive action. This subject is shown in Eq. (14) and Eq. 

(15). 
(14)                                           

(15)                                     

The finishing condition of an algorithm achieved the 

product of weight selected tree edge to a threshold. In 

final unlabeled node given the label of winner automata 

(the most of acquired rewarded). 

The general idea of our proposed algorithm is illustrated 

in Fig. (3), Fig. (4) 

In the algorithm of Fig. (4) Xm is set of a labeled 

nodes and Ym is set of labels. The target of algorithm is 

assigned labels to Xu from set of Ym . P is a transition 

matrix calculated with LSM in section (4-1). For each 

sub-graph contains one labeled node as root and all other 

unlabeled nodes, finding MST by network of learning 

automata according to the algorithm Fig. (3). 

 

Fig. 3: ALGORITHM: Finding Maximal Spanning Tree With DLA 

Input: The node label l and a sub-graph Gl 

=(V,E,Q
t
l), where V , Q

t
l is the probabilistic rule at 

generation t 

Output: Vnew and Enew , which describe a DLA; 

∆𝑅, wich is used for reward update 

1. Vnew ← {vl}, where vl is the labled node 

(root node) from V, Enew← ∅. 

2. repeat 

3. Choose an edge (vj,vk) randomly by  

action probability vector of automata 

(value in Q
t
l probability) such that 

𝑣𝑗   𝑉𝑛𝑒𝑤  and vk is not. (LA on vk is 

active) 

4. Remove all edge connected to vj (For 

avoid cycle in graph) 

5. Add vk to Vnew and   to Enew 

6. Until Vnew=V 
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Fig. 4: ALGORITHM: Classifier of DLA Maximal Spanning Tree 

 

To give a better explanation of the above algorithm, 

we show the detailed process based upon the example of 

Fig. (5). 

V1 and V2 are a labeled nodes (White nodes) and V3, 

V4, V5 is an unlabeled nodes (Dark nodes). So we 

partition this graph to two sub-graph with root labeled 

node V1, V2 shown in Fig. (6), Fig. (7). Two DLA is 

assigned to sub-graphs DLAa, DLAb. Weight of each 

edge is calculated with Local Similarity Measure in 

section (4-1). Now in each sub-graph finding MST with 

labeled node as root vertex, by DLA and dividing reward 

and penalty to LA’s in each DLA (Algorithm Fig. (3)). 

After initial generation of automata random walk, each 

unlabeled vertex will be attached by two kinds of rewards, 

and their intensities are given according to ΔR1: and ΔR2:. 

Fig. (7) Exactly illustrates the reward increments on the 

entire unlabeled graph after first generation. Both kinds of 

reward increment are computed according to their 

generated MSTs and the equation proposed. For example, 

in this sample in a vertex V3, kind of automata in DLAa 

is a dominant (∆    ∆   ) then assign label V1 for V3 

and likewise for the rest. 
 

 

Fig. 5: A simple social network graph with 5 node and relation between 

 

Fig. 6: Sub-graph with DLAa and weight of relation by root V2 

4.3 Definition of Reward Matrix  

In order to keep the rewards of belonging to each 

automaton, we use the matrix of rewards. Value of each 

column in our matrix is shown total rewards of each type 

learning automata. Value of each row in our matrix is 

shown total rewards of each labeled node for all types of 

learning automata. In another side equation in Eq. (16) 

shown reward of learning automate type l on unlabeled 

node I in tth iterative. 
(16)    

          

Input: training set (Xm,Ym), test set Xu 

Output: Yu 

1. Initialize parameters; 

2. Compute 𝑃 according to Similarty 

Indexes  

3. Construct sub-graph G 

4. While termination conditions is not met 

Do 

5. For each node vl do 

6. Crawled out recording path form root to 

unlabeled nodes (Algorithm Fig .(3)) 

7. Traverse this tree and update Reward 

𝑅 :  𝑙  (if improved weight of tree) 

8. Update  𝑃 Accroding to Learning 

Algorithm 

9. End for 

10. End while 

11. Assign labels to Yu according to 𝑅 

V3 

V4 

 

V1 

V5 

V2 

LAa3 

LAa4 

LAa5 

LAa2 

(0.4) 

(0.7) 

(0.6) 

(0.3) 

(0.5) 
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Fig. 7: Sub-graph with DLAb and weight of relation by root V1 

 

Fig. 8: Reward increment of each vertex after first generation of 

automata activation 

4.4 Integrated Probabilistic Transition Rule 

In the end of each iterative and activate every 

automata in per sub graph, if cost of a tree improved, 

considers its environment as favorable response and every 

automata in a tree rewarded. Otherwise, all automats is 

penalized. We use linear reinforcement a learning 

algorithm in proposed method. 

5. Experiments 

5.1 Test Datasets 

The four data sets are obtained for experiment. First, 

data set publicly available from the SNAP data repository, 

Second and third data set getting from Network Economic 

group and related MySpace, Netlog social networks and 

fourth data set derived from Flickr social network by 

Elena Zheleva and Lise Getoor [21]. Detailed information 

is provided in Table (1). 

Table 1: Used Dataset Detail 

Dataset Name Number of Node Number of Class 

Organization Network 46 7 

Myspace 621 39 

Netlog 1484 52 

Flicker 14451 55 

5.2 Test Results 

We decided to node classification on four data set 

with various percentages of unlabeled node and local 

similarity measures. You can see the accuracy of probable 

label assigning in Table (2) to Table (5).  

Table 2: Result of experiment by Organizational Network Dataset 

 
Percentage of initially known labels 

50% 67% 75% 80% 
Lo

ca
l sim

ila
rity m

ea
su

re
 

Adamic/Adar 0.24 0.36 0.45 0.69 

Salton 0.27 0.47 0.45 0.67 

Sorenson 0.26 0.43 0.48 0.75 

Jaccard 0.34 0.42 0.55 0.79 

HPI 0.34 0.44 0.54 0.79 

HDI 0.31 0.40 0.56 0.76 

PW 0.37 0.40 0.52 0.85 

SW 0.39 0.47 0.58 0.92 

Table 3: Result of experiment by Myspace Dataset 

 
Percentage of initially known labels 

50% 67% 75% 80% 

Lo
ca

l sim
ila

rity m
ea

su
re

 

Adamic/Adar 0.25 0.35 0.44 0.73 

Salton 0.23 0.37 0.43 0.69 

Sorenson 0.28 0.40 0.45 0.73 

Jaccard 0.25 0.41 0.52 0.79 

HPI 0.31 0.42 0.58 0.81 

HDI 0.33 0.43 0.55 0.82 

PW 0.36 0.43 0.51 0.84 

SW 0.32 0.57 0.62 0.91 

Table 4: Result of experiment by Netlog Dataset 

 
Percentage of initially known labels 

50% 67% 75% 80% 

L
o

ca
l sim

ila
rity

 m
ea

su
re 

Adamic/Adar 0.26 0.38 0.45 0.64 

Salton 0.24 0.40 0.41 0.62 

Sorenson 0.30 0.38 0.42 0.74 

Jaccard 0.29 0.39 0.44 0.73 

HPI 0.37 0.42 0.54 0.75 

HDI 0.26 0.43 0.49 0.78 

PW 0.33 0.43 0.64 0.88 

SW 0.32 0.56 0.64 0.9 

 

 

V3 

V4 

 

V5 

 
∆𝑅  :   4 9
∆𝑅  :    35

 

 
∆𝑅 4:   357
∆𝑅 4:   353

 

 
∆𝑅 5:     4

∆𝑅 5:     4 3
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Table 5: Result of experiment by Flickr Dataset 

 
Percentage of initially known labels 

50% 67% 75% 80% 

Lo
ca

l sim
ila

rity m
ea

su
re

 

Adamic/Adar 0.25 0.36 0.40 0.61 

Salton 0.24 0.39 0.41 0.64 

Sorenson 0.31 0.38 0.44 0.74 

Jaccard 0.25 0.37 0.43 0.76 

HPI 0.28 0.41 0.58 0.76 

HDI 0.29 0.38 0.41 0.74 

PW 0.33 0.45 0.51 0.82 

SW 0.29 0.46 0.58 0.88 

In another experiment on first dataset is attempted to 

modify a value of reward parameter and penalty 

parameter. A result of this experiment viewed in Fig. (3). 

 

 

 
 

Fig. 9: Chart of change convergence rate with change reward and penalty 

parameter 

Fig. (6) To Fig. (9) Show compare the accuracy of 

node classification between Multiple Ant Colony (MAC) 

[13], Factor Graph Model (FGM) [14] and our model 

with DLA on all datasets, with all local similarity 

measures. 80% of nodes are labeling in these experiments.  

 

 

Fig. 10: Acuracy of node classification on Organizational Networks 

 

Fig. 11: Accuracy of node classification on Myspace 

 

Fig. 12: Accuracy of node classification on Netlog 
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Fig. 13: Accuracy of node classification on Flickr 

 

 

6. Conclusions 

According to the result, the best of Local Similarity 

Measures is edge weight, and poor are Adamic/Adar. 

According to the Fig. (2) Convergence, rate is come down 

in     and     .it shows that suboptimal behavior of 

learning automata in real environment preferred to 

optimal behavior. Also in    the optimal value of a 

reward parameter is equal to 0.1. Convergence rate is 

come down with decrease or increase reward parameter. 

On an accuracy score, our model is more than better than 

others. 
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