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Abstract 
High dimensional images in remote sensing applications allow us to analysis the surface of the earth with more details. A 

relevant problem for supervised classification of hyperspectral image is the limited availability of labeled training samples, 

since their collection is generally expensive, difficult and time consuming. In this paper, we propose an adaptive method 

for improving the classification of hyperspectral images through expansion of training samples size. The represented 

approach utilizes high-confidence labeled pixels as training samples to re-estimate classifier parameters. Semi-labeled 

samples are samples whose class labels are determined by GML classifier. Samples whose discriminator function values 

are large enough are selected in an adaptive process and considered as semi-labeled (pseudo-training) samples added to 

the training samples to train the classifier sequentially. The results of experiments show that proposed method can solve 

the limitation of training samples in hyperspectral images and improve the classification performance. 
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1. Introduction 

With the development of the remote sensing imaging 

systems and hyperspectral sensors, the use of 

hyperspectral image is becoming more interesting. The 

objective of analysis is to associate each pixel in a 

hyperspectral image with a proper label. The basis of a 

classification system is illustrated in Fig. 1 [1]. The 

increasing of spectral resolution provided by the new 

sensor technology has brought about new potentials and 

challenges to data analysis. It is possible to identify more 

details about classes with higher accuracy than would 

possible with the data from earlier sensors using a large 

number of available spectral bands. One the other hand, in 

order to fully utilize the information contained in the new 

features, a large number of training samples are needed 

for using a large number of interesting classes and a large 

number of available spectral bands. Unfortunately, 

obtaining of training samples is generally expensive and 

difficult. When the number of available training samples 

is relatively small with respect to the number of features, 

curse of dimensionality problem, Hughes phenomenon 

occurs [2]. When the given training set is fixed and the 

dimension of the space grows, the classification accuracy 

reaches a maximum point and then decreases. When a 

new feature is added to the data (and the number of 

training samples is as before) the Bayes error decreased, 

but at the same time the bias of the classification error 

increases. This increase is due to the fact that more 

parameters must be estimated from the same number of 

available training samples. If the increase in the bias of 

the classification error is more than the decrease in the 

Bayes error, then, using of the additional feature degrades 

the performance of the decision rule. This effect is called 

the Hughs phenomenon. Therefore, design of the 

hyperspectral image classifiers that can deal with the 

small training set has become interesting recently. The 

suggested solutions can be divided into four categories: 1) 

fusion of spatial and spectral information [3]-[4];2) 

feature reduction [5]-[7];3) low complexity classifiers, 

such as support vector machine (SVM) [8]-[9];4) 

enlarging the training set by semi-supervised learning. 

Estimates with smaller covariance matrices can be found 

by using additional semi-labeled samples. Therefore, 

better performance can be acquired without the extra cost 

for selection of more training samples. We focus on the 

fourth solution in this paper. While the collection of 

labeled samples is generally time consuming and difficult, 

unlabeled samples can be generated in a much easier way. 

Then, the idea of using semi-supervised learning 

techniques is formed. The main assumption of such 

methods is that the new training samples can be obtained 

from a limited set of available labeled samples. A survey 

of this algorithm is represented in [10]. An adaptive 

classifier for mitigating the small training sample problem 

is proposed in [11]. This adaptive classifier that is based 

on decision fusion, enhances estimation and thus 

improves the classification accuracy by utilizing the 

classified samples (referred as semi-labeled samples), in 

addition to the original training samples. In this classifier, 

learning of classifier is performed at two steps. At the 
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beginning of this method, partitioning of observation 

space is done and several groups of bands are produced. 

After providing the primary decisions, several rules are 

used in decision fusion to determine the final label of 

pixels. In [12], authors used some contextual information 

such as correlation between a sample and its neighbors for 

deletion of outlier samples. Then, the semi-labeled pixels 

are selected from appropriate region. An ensemble 

algorithm which combines generative model (mixture of 

Gaussians) and discriminative classifier (support cluster 

machine) is proposed in [13]. In [14], authors defined a 

novel composite semi-supervised classifier based on 

SVMs specifically designed for addressing spectral–

spatial categorization of hyperspectral data. In this paper, 

we use an adaptive classifier for increase the training 

samples size. Among unlabeled samples whose labels are 

determined after classification, just samples that their 

discriminator functions are large enough in Gaussian 

maximum likelihood (GML) decision rule are selected as 

semi-labeled samples because they have higher 

confidence than other classified samples. 

The reminder of this paper is organized as follows: 

some related works about semi-supervised methods are 

reviewed in section 2. Section 3 describes the suggested 

approach for increase the training samples size. Section 4 

presents the experimental results. Finally, conclusion of 

this paper is given in section 5. 

 

 

 

 

 

 

 

 

 

Fig. 1: Basis of classification system [1] 

 

2. Some Semi-supervised Approaches 

The much information contained in hyperspectral 

images, allows to characterize and classify the land-

covers with more details and improved accuracy and 

reliability. But the high number of spectral features and 

the low number of training samples pose the Hughes 

phenomenon. In the remote sensing applications, many 

supervised and unsupervised classifiers have been 

developed to tackle the hyperspectral image 

classification problem. The main difficulty with 

supervised method is that performance is basically 

depends on the quality of training samples. The enough 

training samples is not available and this is another 

difficulty. On the other hand, unsupervised methods are 

not sensitive to the number of training samples, but the 

relation between clusters and classes is not ensured. 

Because of represented reasons, it is natural that we use 

semi-supervised methods for improving of performance. 

Authors in [15] introduce a semi-supervised graph-based 

method. Their proposed method has the following 

characteristics: 1- this method is kernel based and thus 

the high dimensionality problem is mitigated. 2- The 

huge number of unlabeled samples is exploited to 

improve performance. 3- Using graph-based 

methodology, the relative importance to the labeled 

samples is considered naturally. 4- The contextual 

information is incorporated using a family of composite 

kernels. The graph-based method can be interpreted as a 

graph         defined on      (  denotes a dada 

set of pixels in a   dimensional space) where the vertex 

set   is just   and the edges   are weighted by  . The 

weight matrix   is constructed among all labeled and 

unlabeled samples and matrix   is defined as follows:  
 

                                      
 

    
 

                                (1) 
 

where   is a diagonal matrix with its       element equal 

to the sum of the  th row of  . Given   unlabeled samples, 

A     matrix   corresponds to a classification on the dada 

set   by labeling each point      with a label  

                (  is the number of classes).   can be 

understood as a vectorial function which assigns a vector    

to each point   . A     matrix   is defined as follows: 

                                      {
          

          
                            (2) 

In the proposed graph-based method in [14], following 

spreading function is iterated until convergence:  
 

                                                        (3) 
 

where       specifies the relative amount of the 

information from its neighbors and its initial label 

information.  

In semi-supervised methods, if the unlabeled samples 

are not properly selected, those may confuse the classifier 

and reduce the classification accuracy. Thus, it is important 

that the most highly informative unlabeled samples are 

identified. In [16], a semi-supervised method is proposed 

that uses self-learning framework. The proposed method in 

[16] is based on two steps. In the first step, a candidate set, 

consist of labeled and unlabeled samples, is selected using a 

self-learning strategy based on spatial information. In the 
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second step, the standard active learning algorithms on the 

previously derived candidate set is run to automatically 

select the most informative samples from the candidate set. 

Spatial information can be adopted as a reasonable criterion 

to select unlabeled samples in the proposed method in [16]. 

First a probabilistic classifier is used to produce a global 

classification map. Then, the neighbors of the labeled 

training samples based on a local similarity assumption, are 

identified and the by analyzing the spectral similarity of 

spatial neighbors with regard to the original labeled samples, 

the candidate set is computed. In this method, candidate set 

is obtained based on spectral and spatial information and its 

samples are highly reliable. After obtaining candidate set, 

the most informative unlabeled samples are selected 

automatically using active learning algorithms and then 

newly obtained labeled and unlabeled training samples are 

finally used to retain the classifier. This procedure is 

repeated iteratively until a convergence criterion.  

A semi-labeled bagging technique is proposed by 

authors in [17]. The novelties of the bagging technique in 

[17] lie in the definition of a general classification strategy 

for ill-posed problems by the joint use of training and semi-

labeled samples and the design of an effective bagging 

method (driven by semi-labeled samples) for a proper 

exploitation of different classifiers based on bootstrapped 

hybrid training sets. In the bagging algorithms, subsets of 

bootstrapped samples are generated, and a classifier is built 

from each subset. The final classification map is obtained 

by an ensemble rule to achieve a better classification result 

than the single classifier. The proposed architecture in [17] 

includes an initial classifier which only exploits the training 

set to generate the initial classification map. In this way, 

unlabeled samples become semi-labeled. Then, the generic 

bth classifier of the architecture is defined by selecting 

semi-labeled samples obtained from the previous classifier. 

This process is iterated until the desired number of 

classifiers included in the ensemble of classifiers.  

Another semi-supervised method is proposed in [18]. An 

iterative procedure to produce accurate classification map 

using a hierarchical segmentation is done. The proposed 

approach uses the active learning strategies to select the most 

informative pixels to be labeled. The proposed method in [18] 

exploits simultaneously the data structures obtained by 

unsupervised segmentation and information contained in 

labeled samples. This method uses the available labeled 

information directly to find the most probable classification 

map in a hierarchical clustering structure. 

3. Proposed Adaptive Method for Classification 

In this paper, original training samples are samples 

whose class labels are correctly known and used for 

training of classifier, i.e. for estimate of mean vectors and 

covariance matrices in discriminator function of classifier 

for all classes. Semi-labeled samples that we call them 

pseudo-training samples are samples whose class labels 

are determined by a decision rule. They are unlabeled 

samples before implementation of classification and their 

class label information partially obtained after 

classification. The label for a semi-labeled sample can be 

either right or wrong.  

Consider two different estimators  ̂  ̌ with negligible 

biases, and assume that    ( ̂)       ̌ . The expected 

error by using  ̂  is greater than the expected error by 

using  ̌ in the decision rule [1], i.e. 

                                     { ̂}   { ̌}                               (4) 

By using additional semi-labeled samples, estimates 

with smaller covariance matrices can be found. If we 

know which samples have been correctly classified and 

use them accordingly to re-estimate statistics in addition 

to original training samples, the estimated statistics 

should be more precise because the training samples set 

has been enlarged. In this section, we propose an adaptive 

method for classification of hyperspectral image using 

limited training samples. Our used classification method 

is Gaussian maximum likelihood (GML) that its 

discriminator function is:   

          |  |        
   

                       (5) 

where          and          
 are respectively the 

mean vector and covariance matrix for class   which are 

calculated using training samples and       denotes the 

unlabeled vector. Also the number of features is denoted 

by   . The decision rule of GML is represented by: 
                                    {        } 

                                                                             (6) 

Where    is the number of classes and      denotes 

that   belongs to class  . In the proposed method, at first, 

we classify the pixels of hyperspectral image using 

limited available training samples. Then, we find pixels 

that are labeled with high-confidence. These pixels were 

unlabeled before classification. We call these samples as 

pseudo- training samples and add them to original 

training set and use the new extended training set for re-

classification in a sequential process.  

Our criterion for selection of pseudo-training samples 

is high-confidence of semi-labeled samples. Assume, two 

unlabeled samples are labeled after classification and both 

of them get class label            . In this conditions, 

which sample is more appropriate to be considered as 

pseudo-training sample? The respond is as follows: 

                      {        } 
            {     }      {     } 

where     {  }  denotes the probability of {  } . 

Therefore, it is reasonable that    is selected as a pseudo-

training sample. But we want to obtain superlative 

candidates (high-confidence) for selection of pseudo-

training samples. Therefore we define a threshold for 

discriminator function value. The proposed algorithm for 

classification of hyperspectral image is illustrated in Fig. 2. 

The adaptive proposed method is described as follows: 

Step 1- The hyperspectral image is classified using 

just original training samples according Equation (6).  

Step 2- An appropriate threshold is obtained for 

selection of pseudo-training samples. We calculate the 

discriminator function for all training samples in all 

classes and locate their values in a matrix: 
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                        [

      

      
   
     

     

  
        

   
  
      

]                  (7) 

Where    is the number of training samples per class. 

An appropriate threshold is selected as follows: 

                                   
[         

   ]               (8) 

Step 3- selection of pseudo-training samples is done 

using obtained threshold in step 2 as follows: 

                                   

                     {        } 
                          -                   

                                             
Step 4- classification is repeated using the new 

extended training set (original training samples plus the 

obtained pseudo-training samples in step 3). 

We continue this sequential process to converge to the 

final values of accuracy and reliability. 

 

 

 

 

 

 

 

 

 

Fig. 2: Proposed algorithm for classification 

 

4. Experiments 

In order to evaluation of proposed method, several 

experiments are done. We use three datasets in our 

experiments. The first data is a synthetic image with size 

of 80 120. This synthetic scene comprises eight classes 

and 12 spectral bands which selected from a digital 

spectral library compiled by the U.S. Geological Survey 

(USGS) and available online [19]. The false-color image 

and class map of test data is shown in Fig. 3. The second 

data is a real multispectral image which is an agricultural 

segment of Indiana State (F210 dataset) [20]. This image 

contains 8 different farm classes and is provided in 12 

bands with 256 grey levels. The third data is a real 

hyperspectral image. The hyperspectral data is Airborne 

Visible/Infrared Imaging Spectrometer (AVIRIS) Indian 

pines image [20]. This image has 145 145 pixels and 

contains 16 classes that most of them are different types 

of crops. The AVIRIS sensor generates 220 spectral 

bands that we reduced the number of them to 190 by 

removing 30 absorption and noisy bands. In all 

experiments 16 random pixels per class are used as 

original training samples and GML classifier is applied 

for classification of images. For evaluation of 

classification performance, we should use some measures. 

The used measures in this paper are average accuracy, 

average reliability and kappa  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3: Test data: (up to down) false -color image, class map. 

coefficient (KC). These measures can be represented 

as follows: 

                                          
          (9) 

                                              
        (10) 

where      return the mean value of elements.    

and      {        } are defined as follows: 

                                 
  

   
  ,    

  

   
                           (11) 

where    is the number of test samples of class   that 

are correctly classified.     denotes the total number of 

test samples that belongs to class   and     is the total 

number of test samples that classified in class  . The KC 

is computed as follows [21]: 
 

                            
 ∑     ∑       
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where   denote the number of testing samples and    

is the number of classes.     denotes the number of 

samples correctly classified in class  ,     is the number 

of testing samples labeled as class  , and     is the 

number of samples predicted as belonging to class  .  

The obtained values of accuracy and reliability versus 

the iteration of algorithm in classification of test data are 

illustrated in Fig. 4. We can see from Fig. 4 that accuracy 

after 13 iterations and reliability after 12 iterations are 

converged to their final values. Confusion matrices 

acquired from test data for GML classifier and proposed 

classifier are shown in table I and table II respectively. 

Without any adding pseudo-training samples and just 

using original training set, 0.76 accuracy and 0.76 

reliability were obtained from GML classifier. With using 

proposed classifier, we can obtain 0.89 accuracy and 0.88 

reliability in classification of test data. 

Tables III and IV show the confusion matrices for 

classification of F210 data using GML and proposed 

classifiers respectively. In this experiment, 0.75 accuracy 

and 0.59 reliability are acquired from GML classifier. Also 

0.83 accuracy and 0.73 reliability are obtained using 

proposed method. Fig. 5 shows the classification maps 

using conventional GML classifier and the proposed 

adaptive classifier for F210 dataset. In both of used dataset 

(test data and F210 data), the performance of proposed 

classifier is better than GML classifier considerably. 

We repeat the represented experiment for Indian 

dataset. Because the number of necessary training 

samples for training the GML classifier is equal to the 

number of features plus one, we have to reduce the 

number of features to 15 for using 16 training samples in 

our experiment. The conventional feature extraction 

method, maximum noise fraction (MNF), is used for 

feature reduction. The obtained average accuracy and 

average reliability versus the number of iterations in 

proposed adaptive procedure is shown in Fig. 6. As seen 

from Fig. 6, the accuracy and reliability of classification 

attain a maximum value after 3 iterations and after that, 

the performance of classifier is decreased and converges 

to a less value of efficiency. Doing a feature extraction 

process before classification of hyperspectral image may 

cause this behavior for Indian data set that is partially 

different from multispectral data (test and F210 data sets). 

Further, if the unlabeled samples are not properly selected, 

added semi-labeled samples may confuse the classifier. 

Thus, they may reduce the classification performance. 

Beside conventional GML classifier, we also compare our 

proposed method with semi-labeled-sample-driven 

bagging technique which proposed in [17]. The 

classification maps using conventional GML classifier, 

bagging technique and adaptive proposed method are 

illustrated in Fig. 7. 

A summary of classification results which contain 

average accuracy, average reliability and kappa 

coefficient for all datasets and three methods 

(conventional GML classifier, bagging technique [17] and 

proposed method) are represented in table V. one sees 

from this table that proposed method has the better 

performance than conventional GML classifier and the 

bagging method. The selection of reliable semi-labeled 

samples with high confidence, which obtained by using a 

proper threshold, makes our proposed method as an 

interesting technique for small sample size situation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4: The average accuracy and average reliability versus the iteration 

of algorithm (for test data). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5: The result class maps for F210 data set: (Left to right) false -color image, Ground Truth Map (GTM),  

the result of conventional GML classifier, the result of proposed classifier. 
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Table I: Confusion Matrix of Conventional GML classifier (test data) 

ML 

classifier 
Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Class 7 Class 8 accuracy 

Class 1 2133 4 5 69 0 8 1 180 0.89 

Class 2 8 1940 305 1 7 58 0 81 0.81 

Class 3 2 62 555 33 0 10 1 137 0.69 

Class 4 7 0 1 633 0 75 0 84 0.79 

Class 5 0 0 16 0 736 0 0 48 0.92 

Class 6 0 0 1 15 4 538 70 172 0.67 

Class 7 0 0 0 11 0 407 290 92 0.36 

Class 8 4 0 24 16 2 21 8 725 0.91 

reliability 0.99 0.97 0.61 0.81 0.98 0.48 0.78 0. 48 

Average accuracy 

0.76 

Average reliability 

0.76 

Table II: Confusion Matrix of proposed classifier (test data) 

Proposed 
classifier 

Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Class 7 Class 8 accuracy 

Class 1 2291 23 1 45 0 3 0 37 0.95 

Class 2 0 2342 50 0 0 3 1 4 0.98 

Class 3 7 45 666 48 0 1 0 33 0.83 

Class 4 5 2 1 784 0 8 0 0 0.98 

Class 5 0 0 1 1 787 6 2 3 0.98 

Class 6 0 9 3 32 0 593 159 4 0.74 

Class 7 0 1 0 21 0 215 552 11 0.69 

Class 8 0 3 6 27 0 10 5 749 0.94 

reliability 0.99 0.97 0.91 0.82 1 0.71 0.77 0. 89 

Average accuracy 

0.89 

Average reliability 

0.88 

Table III: Confusion Matrix of Conventional GML classifier (F210 data) 

ML 
classifier 

Corn Soybeans Woods Wheat Sudex Oats Pasture Hay accuracy 

Corn 7110 648 798 248 0 9 0 362 0.77 

Soybeans 61 8509 1538 322 358 816 0 233 0.72 

Woods 27 39 270 12 0 3 1 3 0.76 

Wheat 25 25 47 594 0 78 10 45 0.72 

Sudex 0 105 3 2 971 102 0 11 0.81 

Oats 1 70 11 38 35 334 0 54 0.62 

Pasture 1 6 6 4 0 4 316 3 0.93 

Hay 14 52 12 36 15 85 0 439 0.67 

reliability 0.98 0.90 0.10 0.47 0.70 0.23 0.97 0. 38 

Average accuracy 

0.75 

Average reliability 

0.59 

Table IV: Confusion Matrix of proposed classifier (F210 data) 

Proposed 
classifier 

Corn Soybeans Woods Wheat Sudex Oats Pasture Hay accuracy 

Corn 7856 917 135 126 0 1 0 139 0.86 

Soybeans 17 10534 810 14 219 213 0 30 0.89 

Woods 20 109 210 10 1 1 4 1 0.59 

Wheat 2 29 6 714 0 57 15 1 0.87 

Sudex 1 12 0 2 1144 32 0 3 0.96 

Oats 4 26 0 21 51 417 0 23 0.77 

Pasture 0 0 0 1 0 0 338 0 1 

Hay 45 37 0 34 38 36 1 462 0.71 

reliability 0.99 0.90 0.18 0.77 0.79 0.55 0.94 0. 70 

Average accuracy 

0.89 

Average reliability 

0.88 
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Fig. 6: The average accuracy and average reliability versus the iteration of algorithm for Indian data set 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7: The result class maps for Indian data set: (Left to right and up to down) false color image, GTM, classification  

map using GML classifier, classification map using bagging technique, classification map using proposed method. 

Table V: Summary of classification results 

dataset Method 
Average 
accuracy 

Average 
reliability 

Kappa 
coefficient 

test data 

Conventional  GML 0.76 0.76 0.65 

Bagging technique [17] 0.82 0.81 0.73 

Proposed method 0.89 0.88 0.78 

F210 

Conventional  GML 0.75 0.59 0.48 

Bagging technique [17] 0.79 0.68 0.60 

Proposed method 0.83 0.73 0.69 

Indian 

Conventional  GML 0.62 0.60 0.54 

Bagging technique [17] 0.67 0.66 0.63 

Proposed method 0.72 0.70 0.67 
 
 
 
 
 

5. Conclusions 

For a limited number of available training samples, 

the classification performance is decreased as the number 

of features (spectral bands) is increased. This is an 

important challenge especially in hyperspectral data sets 

where the ratio of available training samples to 

dimension of data is small. In this paper, we proposed an 

adaptive method for classification of hyperspectral 

images to solve the limitation of available training 

samples. We select high-confidence labeled samples after 

primary classification and consider them as semi-labeled 
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(pseudo-training) samples. The selected pseudo-training 

samples are added to the original training samples and 

the new extended training set is used to re-estimate the 

statistics of classifier. This process is continued 

sequentially until the accuracy and reliability of classifier 

converge to the final values for multispectral data or gain 

the maximum accuracy and reliability (the best possible 

performance) for hyperspectral images. Our experiment 

results show that proposed method has better 

performance than conventional GML classifier and semi-

labeled-sample-driven bagging technique. The proposed 

method can be an effective solution to cope with the 

small sample size situation. 
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