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Abstract 
Feature selection is one of the best optimization problems in human recognition, which reduces the 

number of features, removes noise and redundant data in images, and results in high rate of recognition. 

This step affects on the performance of a human recognition system. This paper presents a multimodal 

biometric verification system based on two features of palm and ear which has emerged as one of the 

most extensively studied research topics that spans multiple disciplines such as pattern recognition, 

signal processing and computer vision. Also, we present a novel Feature selection algorithm based on 

Particle Swarm Optimization (PSO). PSO is a computational paradigm based on the idea of 

collaborative behavior inspired by the social behavior of bird flocking or fish schooling. In this method, 

we used from two Feature selection techniques: the Discrete Cosine Transforms (DCT) and the Discrete 

Wavelet Transform (DWT). The identification process can be divided into the following phases: 

capturing the image; pre-processing; extracting and normalizing the palm and ear images; feature 

extraction; matching and fusion; and finally, a decision based on PSO and GA classifiers. The system 

was tested on a database of 60 people (240 palm and 180 ear images). Experimental results show that 

the PSO-based feature selection algorithm was found to generate excellent recognition results with the 

minimal set of selected features. 

 

Keywords: Biometric, Genetic Algorithm (GA), Particle Swarm Optimization (PSO), Discrete Cosine 

Transform (DCT), Discrete Wavelet Transform (DWT). 
 

 

1. Introduction 

It is known that a good feature extractor for a 

human recognition system is claimed to select as 

much as possible the best discriminate of features 

which are not sensitive to arbitrary environmental 

variations such as variations in pose, scale and 

illumination. Feature selection algorithms mainly 

fall into two categories: geometrical features 

extraction and statistical (algebraic) features 

extraction [2-8]. Single modal biometric system 

depends on only one biometric feature of a person. 

Single modal biometric systems are less accurate 

and not universally accepted [1]. They are more 

susceptible to the factors that generate false 

results like environmental noise, change of 

biometric features with time and condition, illness 

or accidents and spoofing [21]. Multi-modal 

biometric systems [23] are expected to be more 

reliable due to the presence of multiple pieces of 

evidence. These systems are also able to meet the 

stringent performance requirements imposed by 

various applications [24]. Multimodal systems 

address the problem of non-universality: It is 

possible for a subset of users which do not 

possess particular biometrics. In such instances, it 

is useful to acquire multiple biometric traits to 

verify identity. Multimodal systems also provide 

anti-spoofing measures by it making difficult for 

an intruder spoofing multiple biometric traits 

simultaneously. By asking the user to present a 

random subset of biometric traits, the system 

ensures that a _live_ user is indeed present at the 

point of acquisition. However, an integration 

scheme is required to fuse the information 

presented by the individual modalities. Moreover, 

multimodal biometric system takes more than one 

single feature into account [31]. This helps in 

identifying and verifying the person with more 

accuracy even if one of the features gives less 

matching score [32,34,35]. Our multimodal 

biometric identification system is based on 
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features extracted from palm and ear images by 

alternative algebraic methods, which are based 

on transforms called discrete cosine transform 

(DCT) and the discrete wavelet transform 

(DWT). Transformation based feature extraction 

methods such as the DCT and DWT were found 

to generate good rate of accuracies with very low 

computational cost [8]. DCT is one of 

approaches used in image compressing which is 

also used to extract features [9], [10]. Wavelet 

analysis has both a good qualities in time domain 

and frequency domain which is an ideal tool in 

unsteady signals analyzing. The DCT and the 

DWT Feature extraction methods are explained 

in detail in Section 2. 

Feature extraction in pattern recognition 

involves the derivation of feature subset from the 

raw input data to reduce the amount of data used 

for classification, and simultaneously provide 

enhanced discriminatory power. The extraction 

of an appropriate set of features often exploits 

the design criteria such as redundancy 

minimization, and minimizing the reconstruction 

error. For many pattern classification problems, 

usage of a higher number of features does not 

necessarily translate into higher recognition rate 

[11]. In some cases the performance of 

algorithms is devoted to speed and predictive 

accuracy of the data characterization can even 

decrease. Therefore, feature extraction can serve 

as a pre-processing tool of great importance 

before solving the classification problems. The 

purpose of feature extraction is reducing the 

maximum number of irrelevant features while 

maintaining acceptable classification accuracy. 

Feature extraction is considerably important in 

pattern classification, data analysis, multimedia 

information retrieval, biometrics, remote sensing, 

computer vision, medical data processing, 

machine learning, and data mining applications. 

Feature extraction seeks for the optimal set of d 

features out of m [11-13] one possible approach 

is an exhaustive search among all possible 

feature subsets ( 
 
)  and choosing the best one 

according to the optimization criterion at hand. 

However, such an approach is computationally 

very expensive. Several methods have been 

previously used to perform feature extraction on 

training and testing data, branch and bound 

algorithms [14], sequential search algorithms 

[15], mutual information [16], tabu search [17] 

and greedy algorithms [12].  

To avoid the prohibitive complexity feature 

selection algorithms, we usually involve heuristic 

or random search strategies. Among the various 

methods proposed for feature extraction, 

population-based optimization algorithms such 

as Genetic Algorithm (GA)-based method [7], 

[18], [19] and Ant Colony Optimization (ACO)-

based method have been attracted a lot of 

attention [20]. These methods attempt to achieve 

better solutions by using knowledge from 

previous iterations with no prior knowledge of 

features. In this paper, palm and ear recognition 

algorithms using a PSO-based feature selection 

approach is presented. The algorithm utilizes a 

novel approach that employs the binary PSO 

algorithm to effectively explore the solution 

space for the optimal feature subset. The 

selection algorithm is applied to feature vectors 

extracted using the DCT and the DWT. The 

search heuristics in PSO is iteratively adjusted 

and guided by a fitness function definition in 

terms of maximizing class separation. The 

proposed algorithm was found to generate 

excellent recognition results with less selected 

features. Our paper is divided into 6 sections that 

are introduced with following sequences: To use 

feature selection algorithms by palm and ear 

recognition based on the binary PSO algorithm 

in Section 1. The DCT and the DWT Feature 

selection techniques are described in Section 2. 

An overview of Particle Swarm Optimization 

(PSO) is presented in Section 3. In Section 4, we 

explain the proposed PSO- based feature 

selection algorithm. Finally, Sections 5 and 6 

attain the experimental results and conclusion. 

2. Feature Extraction 

In this section, two methods of feature 

extraction for building ear and palm features 

vector are introduced. DCT and DWT were used 

for feature extraction as explained in the 

following Sections. 

2.1 Discrete Cosine Transform (DCT) 

DCT, as a popular transformation technique, 

has been widely used in signal and image 

processing. This is due to its strong “energy 

compaction” property: most of the signal 

information tends to be concentrated in a few 

low-frequency components of the DCT. DCT is 

found to be an effective method that yields high 

recognition rates with low computational 

complexity. DCT exploits inter-pixel 

redundancies to render excellent decorrelation 

for most natural images. After decorrelation, 

each transform coefficient can be encoded 

independently without losing compression 

efficiency. The DCT helps separating image into 

parts (or spectral sub-bands) of differing 

importance (with respect to the image's visual 

quality). DCT transforms the input into a linear 

combination of weighted basis functions. These 
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basis functions are frequency components of the 

input data. DCT is similar to the discrete Fourier 

transform (DFT) in the sense that they transform 

a signal or image from the spatial domain to the 

frequency domain, use sinusoidal base functions 

and exhibit good decorrelation and energy 

compaction characteristics. The major difference 

is that the DCT transform uses simple cosine-

based basis functions whereas DFT is a complex 

transform and therefore, stipulates that both 

image magnitude and phase information be 

encoded. In addition, studies have shown that 

DCT provides better energy compaction than 

DFT for most natural images [33]. The general 

equation for the DCT of an     image f(x,y) 

is defined by the following equation:  
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Where f(x,y) is the intensity of the pixel in 

row x and column y; u = 0,1, …, N-1 and 

v=0,1, …, M-1 and the functions α(u), α(v) are 

defined as: 
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For most images, much of the signal energy 

lies at low frequencies (corresponding to large 

DCT coefficient magnitudes); these are relocated 

to the upper-left corner of the DCT array. 

Conversely, the lower-right values of the DCT 

array represent higher frequencies, and turn out 

to be small enough to be truncated or removed 

with little visible distortion, especially as u and v 

approach the sub-image width and height, 

respectively. This means that the DCT is an 

effective tool that can pack the most effective 

features of the input image into the fewest 

coefficients [33]. 

The palm and ear images can be roughly 

reconstructed only by few DCT coefficients. 

This increases selecting DCT coefficient initially 

used in the palm and ear recognition system very 

critical. The effect of the number of DCT 

coefficients used as features for palm and ear 

recognition is examined in Section 5. This part 

includes the effect of the number of coefficients 

on the reconstructed image's quality and the 

recognition rate. The study is extended by 

examining the performance of the dynamically 

generated feature subset generated by the PSO 

feature selection algorithm. 

2.2 Discrete Wavelet Transform (DWT) 

Wavelets have many advantages over other 

mathematical transforms such as the DFT or 

DCT. Functions with discontinuities and 

functions with sharp spikes usually take 

substantially fewer wavelet basis functions than 

sine-cosine functions to achieve a comparable 

approximation. Wavelets have been successfully 

used in image processing since 1985 [8], [22], 

[25], and [26]. Its ability for providing spatial 

and frequency representations of image 

simultaneously, motivate its use for feature 

extraction. The decomposition of input data into 

several layers of division in space and frequency 

allows us to isolate the frequency components 

introduced by intrinsic deformations due to 

expression or extrinsic factors (like illumination) 

into certain sub-bands. Wavelet-based methods 

prune away these variable sub-bands, and focus 

on the space/frequency sub-bands that contain 

the most relevant information to better represent 

the data and aid in the classification between 

different images. 

It represents a signal by localizing it in 

both time and frequency domains. Wavelets 

can be used to improve image registration 

accuracy by considering both spatial and 

spectral information and by providing multi-

resolution representation to avoid losing any 

global or local information. Additional 

advantages of using wavelet-decomposed 

images include bringing data with different 

spatial resolution to a common resolution 

using low frequency sub-bands while 

providing access to edge features using the 

high frequency sub-bands. As shown in Figure 

1, at each level of the wavelet decomposition, 

four new images are created from the original 

    -pixel image. The size of these new 

images is reduced to ¼ of the original size, i.e., 

the new size is        . The new images 

are named according to the filter (low-pass or 

high-pass), which is applied to the original 

image in horizontal and vertical directions. For 

example, the LH image is a result of applying 

the low-pass filter in horizontal direction and 

high-pass filter in vertical direction. Thus, the 

four images produced from each 

decomposition level are LL, LH, HL, and HH. 

The LL image is considered a reduced version 

of the original as it retains most details. The 

LH image contains horizontal edge features, 

while the HL contains vertical edge features. 

The HH only contains high frequency 
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information, is typically noisy, and therefore, 

is not useful for the registration. In wavelet 

decomposition, only the LL image is used to 

produce the next level of decomposition [33]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. A 3-level wavelet decomposition of an N × N- pixel image 

 

3. Particle Swarm Optimization (PSO) 

PSO, which proposed by Dr. Eberhart and 

Dr. Kennedy in 1995, is a computational 

paradigm based on the idea of collaborative 

behavior and swarming in biological populations 

inspired by social behavior of bird flocking or 

fish schooling [27], [28], [29], and [30]. Recently 

PSO has been applied as an effective optimizer 

in many domains such as training artificial neural 

networks, linear constrained function 

optimization, wireless network optimization, data 

clustering, and many other areas where GA can 

be applied [29]. Computation in PSO is based on 

a population (swarm) of processing elements 

called particles in which each particle represent a 

candidate solution. PSO shares many similarities 

with evolutionary computation techniques such 

as GA's. The system is initialized with a 

population of random solutions and searches for 

optima by updating generations. The search 

process utilizes a combination of deterministic 

and probabilistic rules that depend on 

information sharing among their population 

members to enhance their search processes. 

However, unlike GA's, PSO has no evolution 

operators such as crossover and mutation. Each 

particle in the search space evolves its candidate 

solution over time, making use of its individual 

memory and knowledge gained by the swarm as 

a whole. Compared with GA's, the information 

sharing mechanism in PSO is considerably 

different. In GAs, chromosomes share 

information with each other, so the whole 

population moves like one group towards an 

optimal area. In PSO, the global best particle 

found among the swarm is the only information 

shared among particles. It is a one-way 

information sharing mechanism. Computation 

time in PSO is significantly less than in GA's, 

because all the particles in PSO tend to converge 

to the best solution quickly [29]. 

3.1 PSO Algorithm 

When PSO is used to solve an optimization 

problem, a swarm of computational elements, 

called particles, is used to explore the solution 

space for an optimum solution. Each particle 

represents a candidate solution and is identified 

with specific coordinates in the dimensional 

search space. The position of the i-th particle is 

represented as Xi = (xi1, xi2, ..., xiD). The 

velocity of a particle (rate of the position change 

between the current position and the next) is 

denoted as Vi = (vi1, vi2, ..., viD). The fitness 

function is evaluated for each particle in the 

swarm and is compared to the fitness of the best 

previous result for that particle and to the fitness 

of the best particle among all particles in the 

swarm. After finding the two best values, the 

particles evolve by updating their velocities and 

positions according to the following equations:  
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Where i =(1, 2, …, N) and N is the size of the 

swarm; pi_best is the particle best reached 

solution and gbest is the global best solution in 

the swarm. c1 and c2 are cognitive and social 

parameters that are bounded between 0 and 2. 

rand1 and rand2 are two random numbers, with 

uniform distribution U(0,1) [33]. In equation (3), 

the first component represents the inertia of 

pervious velocity. The inertia weight ω, is a 

factor used to control the balance of the search 

algorithm between exploration and exploitation; 

the second component is "cognitive" component 

representing the private experience of the particle 

itself; the third component is "social" 

component, representing the cooperation among 

the particles. The recursive steps will go on until 

reaching to the termination condition (maximum 

number of iterations K). 

3.2 Binary PSO and Feature Selection 

A binary PSO algorithm has been developed 

in [30]. In the binary version, the particle 

position is coded as a binary string that imitates 

the chromosome in a genetic algorithm. The 

particle velocity function is used as a probability 

distribution for the position equation. That is, the 

particle position in a dimension is randomly 

generated using that distribution. The equation 

that updates the particle position becomes the 

following: [33] 

 

 

IF      
 

                
             

          (5) 

 

4. PSO-Based Feature Selection 

The task for the binary PSO algorithm is to 

search for the most representative feature subset 

through the extracted DCT or DWT feature 

space. Each particle in the algorithm represents a 

possible candidate solution (feature subset). 

Evolution is driven by a fitness function defined 

in terms of class separation (scatter index) which 

gives an indication of the expected fitness on 

future trials [33]. 

4.1 Chromosome Representation 

The initial coding for each particle is randomly 

produced where each particle is coded for 

imitating a chromosome in a genetic algorithm; 

each particle was coded to a binary alphabetic 

string P = F1F2… Fn, n = 1, 2, …, m; where m is 

the length of the feature vector extracted by the 

DCT or the DWT. Each gene in the m-length 

chromosome represents the feature selection. “1” 

denotes that the corresponding feature is selected, 

otherwise denotes rejection. The binary PSO 

algorithm is used to search the 2m gene space for 

the optimal feature subset where optimality is 

defined with respect to class separation. For 

example, when a 10- dimensional data set (n=10) 

P = F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 is 

analyzed using binary PSO to select features, we 

can select any subset of features smaller than n, 

i.e. PSO can choose a random 6 features, F1 F2 

F4 F6 F8 F9 by setting bits 1, 2, 4, 6, 8, and 9 in 

the particle chromosome. For each particle, the 

effectiveness of the selected feature subset in 

retaining the maximum accuracy in representing 

the original feature set is evaluated based on its 

fitness value [33]. 

4.2 Fitness Function 

The m-genes in the particle represent the 

parameters to be iteratively evolved by PSO. In 

each generation, each particle (or individual) is 

evaluated, and a value of goodness or fitness is 

returned by a fitness function. This evolution is 

driven by the fitness function F that evaluates the 

quality of evolved particles in terms of their 

ability to maximize the class separation term 

indicated by the scatter index among the different 

classes [3]. We have two classes and number of 

images within each class and we find the means of 

corresponding classes and the grand mean in the 

feature space, Mi can be calculated as:  

   
 

  
∑   

( )
  

   
   (6) 

where Wj(j) , j=1,2,…,Ni, represents the 

sample images from class wi and the grand mean 

   is: 

   
 

 
∑     

 
       (7) 

Where n is the total number of images for all 

the classes. Thus, between class scatter fitness 

function F is computed as follows: 

  √∑   
   (     )

 (     )  (8) 

In the next step of our algorithm, we use the 

Euclidean distance by means of measuring the 

similarity between the test vector and the train 

vectors in each class. Equation of Euclidean 

distance is defined by (9): 

 

  √∑ (     )
  

      (9) 

 

Where pi (or qi) is the coordinate of p (or q) in 

dimension i. query image to every image in the 

database are calculated. The index of the image 
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which has the smallest distance with the image 

under test is considered to be the required index. 

5. Results and Discussion 

The block diagram of the proposed is shown 

in Figure 2. The block diagram shows various 

processing steps of an input image in the training 

and recognition stages. 

 
Figure 2. Block diagram of the proposed multimodal recognition system 

 

We have constructed our database as follows: 

The palm and ear data consisting of 60 users 

[36,37]. Each user has been asked to provide 

three ear images and four palm impressions (of 

the same palm). In the preprocessing step the 

palm images are cropped to a size of         

pixels and also ear images are cropped to a size 

of         pixels. The normalization step 

includes geometric normalization, masking and 

photometric normalization. In this phase, all 

images are scaled in a standard       size. In 

the next step, we remove unessential palm and 

ear areas with masking. Also, we rotate some 

palm and ear images in each class and run our 

model. Different levels of masking are 

experimented for finding the best one to get as 

good performance as possible for the algorithm. 

Finally, the images are normalized for 

illumination. Then, these images are given for 

feature selection level. In the last section, we 

compare the performance of the proposed PSO-

based features selection algorithm with the 

performance of a GA-based features selection 

algorithm. The parameters used for the binary 

PSO and the GA algorithms are given in Table 1.  

 

 
Swarm size N 60  The population 60 

Cognitive parameters c1 2 Crossover probability (pc) 0.8 

Social parameter c2 2 Mutation probability (pm) 0.5 

Inertia weight ᵚ  0.6 Number of iterations 100 

Number of iterations 100   

Table 1. (a) PSO parameter setting (b) GA parameter setting 

 

5.1 Experiment 1 

In this test, our algorithm based on PSO had 

feature vectors with different subset sizes of DCT 

coefficients. Subset sizes      ,      , 

      and       of the original       DCT 

array are used in this experiment as input to the 

subsequent feature extraction phase. Table 2 showed 

the best average recognition rate of 96.5% which 

achieved by using the DCT (     ) feature vector 

and the PSO-based feature selection algorithm. In 

general, PSO and GA selection algorithms have 

comparable performance in terms of recognition 

rates, but in all test cases, the number of selected 
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features is smaller by using the PSO selection 

algorithm. We have found that PSO-based selection 

algorithm takes more time than GA-based selection 

algorithm but the rate of recognition by using PSO is 

higher in comparison with GA. Moreover, we can 

claim that our method is rotate invariant. 

 
DCT PSO GA  DCT PSO GA 

40 x 40 100 70 40 x 40 96.5 92.1 

30 x 30 80 50 30 x 30 96.3 92.0 

20 x 20 50 30 20 x 20 96.1 91.7 

10 x 10 20 10 10 x 10 95.8 91.3 

Table 2. (a) Training Time (sec) (b) Recognition Rate 

 

In continue, DWT coefficient features have 

been extracted from each palm and ear image. 

Table 3 shows the best average recognition rate 

of 97.3% by using PSO algorithm. 

 
DWT PSO GA  DWT PSO GA 

40x40 80 60 40x40 97.3 95.2 

20x20 70 60 20x20 97.1 94.6 

10x10 40 30 10x10 96.8 93.3 

5x5 10 10 5x5 96.3 93.1 

Table 3. (a) Training Time (sec) (b) Recognition Rate 

In table 4, performance of the proposed 

algorithm in terms of its recognition rate is 

compared to various feature recognition 

algorithms found in the literature using the 

POLYU and USTB databases [34,35]. 

Table 4 indicates the superiority of the 

proposed algorithm utilizing the DWT feature 

extraction and PSO feature selection. As far as 

feature selection is concerned with the algorithm, 

it selects the optimal number of elements in the 

feature vector which has a great influence on the 

training and recognition times of the algorithm. 

 

Method 
Recognition 

rate 
Test condition 

DCT+PSO 

feature selection 
96.55% 

Four images (two ear 

and two palm) per 

person were used in 

the training set and 

remaining images 

were used for testing. 

The average 

recognition time for 

recognizing an input 

image is 1.05 sec. 

DWT+PSO 

feature selection 
97.3% 

Eigen ear 80%  

Eigen palm 90%  

Eigen 

palm+Eigen ear 
92%  

Table 4. Comparison of recognition for various feature 

recognition algorithm 

6. Conclusion 

In this paper, we used a famous algorithm 

called PSO in multimodal recognition systems 

based on the POLYU and USTB databases for 

palm and ear images have been used. In the step 

of feature extraction by using the DCT and the 

DWT, two feature vectors were selected. By 

using these techniques subset feature space was 

built. After feature extraction level, PSO and GA 

feature selection methods were used for selecting 

the best features and those features were the 

entrance of classification level. Experimental 

results showed PSO-based feature selection 

algorithm in generating excellent recognition 

rather than GA-based feature selection algorithm. 
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