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Abstract  
The videos are more popular for sharing content on social media to capture the audience’s attention. The artificial 

manipulation of videos is growing rapidly to make the videos flashy and interesting but they can easily misuse to spread 

false information on social media platforms. Deep Fake is a problematic method for the manipulation of videos in which 

artificial components are added to the video using emerging deep learning techniques. Due to the increase in the accuracy 

of deep fake generation methods, artificially created videos are no longer detectable and pose a major threat to social media 

users. To address this growing problem, we have proposed a new method for detecting deep fake videos using 3D Inflated 

Xception Net with Discrete Fourier Transformation. Xception Net was originally designed for application on 2D images 

only. The proposed method is the first attempt to use a 3D Xception Net for categorizing video-based data. The advantage 

of the proposed method is, it works on the whole video rather than the subset of frames while categorizing. Our proposed 

model was tested on the popular dataset Celeb-DF and achieved better accuracy. 
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1- Introduction 

In recent times, the usage of videos has increased rapidly 

for different purposes such as marketing, news, and 

entertainment [1]. Along with the growing popularity of 

video-based content, some major social media platforms 

have come up as well and while these platforms have 

many benefits, they do not regulate or verify the videos 

being posted on their platform to a large extent [2]. Due to 

limited regulations and control systems, the users can 

easily manipulate videos artificially for malicious purposes 

such as spreading false political propaganda or causing 

disruptions in the financial market through spreading false 

rumours and fake information about military and research 

organizations by manipulating the satellite videos [3]. Due 

to such possibilities of malicious use, detecting such 

videos has become a serious issue [4]. One of the most 

common types of artificial videos is DeepFake. DeepFakes 

are videos or images which have been generated 

artificially using deep learning models [5]. DeepFakes rely 

on two types of artificial manipulation of videos mainly 

face swapping and facial re-enactment. Face swapping 

involves the replacement of a person’s face in an image or 

a video with another face [6]. On the other hand, facial re-

enactment is the process of creating the artificial head, 

lips, or any other facial feature movement to create a false 

narrative about a person’s speech or expressions [7]. Both 

are artificial manipulations that are very harmful to social 

media users.    

Deepfake generation technique is perfect and has some 

weaknesses that can be exploited to detect them. It is 

essential to determine various factors that can be used to 

differentiate a deepfake video from a genuine one. Some 

factors or features include the frequency of a blinking of 

eyelids in the video or even the anomalies in the head 

movement of a person [8]. The deepfake generation 

techniques have grown to be more sophisticated and 

accurate as well. The existing research work has focused 

to determine more robust detection techniques for 

deepfakes and accordingly, various newer techniques have 

been suggested such as the analysis of the colour hues in 

the video, the difference in the neural activation behaviour 

of the detection model, and the discrepancies in the 

convolutional traces of the video among other things [5]. 
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Although such newer detection techniques have achieved 

better accuracy results, it is essential to introduce advanced 

methods for better detection techniques continues. Due to 

the constantly evolving nature of deepfake generation, it is 

essential to introduce emerging detection techniques to 

overcome the challenges of the future [4]. The proposed 

work has proposed a new deepfake detection technique-3D 

Inflated Xception Net with Discrete Fourier 

Transformation which was able to achieve state-of-the-art 

accuracy results. To validate the performance of the 

proposed model, the publicly available deepfake 

benchmark dataset called Celeb-DF was used [9, 24]. 

Celeb-DF is a large-scale and high-quality deepfake 

dataset containing 5639 videos generated using various 

deep generation techniques [8, 9]. This data set is useful 

for the performance evaluation of various proposed 

algorithms/techniques for DeepFake detection and 

analysis. The main contribution of the method proposed 

work is it uses a 3D convolutional neural network model 

which takes the whole video as an input rather than 

extracting a subset of features from videos and using them 

as input parameters for categorization. Xception is 

proposed, and able to outperform most other pre-existing 

models in terms of accuracy as well as computational costs 

[10]. Despite having such promising results, its 

architecture has remained two-dimensional and relies on 

specific image frames extracted from a video for its 

categorization. The main drawback of such an approach is 

if the right video frame is not selected for the input, the 

video may get incorrectly categorized since artificial 

manipulations don't need to be done to all frames of the 

video when a deepfake is generated. This problem has 

been addressed in our proposed model by converting the 2-

dimensional architecture of Xception net into 3-

dimensions and initializing the network by pre-training it 

on static videos generated from a subset of images of the 

ImageNet dataset [25]. Furthermore, our model takes a 

two-stream approach and combines the results of the 3D 

Xception net with the results of a Discrete Fourier 

Transformation based classifier to account for all the 

parameters present in the spatial, temporal as well as 

frequency domains to achieve better accuracy results [26, 

27]. 

The rest of the paper is arranged in the following manner- 

section 3 discusses the relevant research work which has 

already been done in this domain, section 4 illustrates 

details of the deepfake detection model proposed in this 

paper, section 5 specifies the configuration of our 

experimental setup and the results that were achieved by 

the proposed model and finally in section 6 we provide the 

conclusion and discuss the further scope for research work 

in this domain in the future.  

2- Related Work 

Significant breakthroughs have been made over the years 

now [28], there is still a lot of scope of improvements to 

handle the challenges in the domain of deepfake detection 

[29].  

2-1- GAN Based Deepfake Generation 

Generative Adversarial Networks (GAN) were introduced 

in 2014 and one of the most popular methods of generating 

deepfake videos [11, 30]. The main reason why GAN-

based deepfake generation techniques have become 

important is they can adapt automatically and overcome 

any biases or weaknesses present in the network’s 

generation process [12, 31]. 

 

 

Fig. 1. DeepFake Synthesis Process 

GAN has two major components, a generator, and a 

discriminator, both of which compete against each other 

for best results [32]. This works on any deepfake video 

outputted from the generator is passed to the discriminator 

which would try to determine whether the video inputted is 

fake or real and subsequently give feedback to the 

generator [13]. If the discriminator can classify the videos 

with high accuracy, it means that the generator function 

has some weaknesses that can be exploited. Based on this, 

the generator function would change its architecture and 

produce better deepfakes. On the other hand, if the 

discriminator is not able to make predictions accurately, 

then the generated deepfakes are of high quality and not 

easily distinguishable. Due to this constant process of 

feedback and improvement, GAN can overcome most 

detection methods eventually, causing those detection 

techniques to become obsolete [4]. Some such popular 

GAN methods proposed by researchers include AttGAN, 

StarGAN, StyleGAN, and PGGAN [11]. Due to the ability 

of GANs to change their generative architecture, 

traditional deepfake detection methods do not work on it 

and researchers are slowly moving towards a more 

forensic-based approach to counter GANs using the 

difference in color cues and pixel distribution [13]. The 

faces are targeted and detected in GAN Based Deepfake 
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Generation from the input video. The faces are aligned to 

the defined configuration using Landmark extraction and 

face alignment techniques as shown in figure 1. The 

encoder is used to detect the similarity of the facial 

expressions of the images or videos w. r.to target images. 

The GAN encoder and decoder are trained models, 

automated, the decoder can decode the target the facial 

expressions and also limit the re-construction errors.  The 

targeted faces are wrapped, masking and boundary 

smoothing to the predefined configurations of original 

faces of the input images or video.   

2-2-  Existing DeepFake Detection Algorithms 

The development of robust deepfake detection techniques 

has gained momentum in recent years due to their growing 

need. Some advanced deepfake detection methods have 

been presented to show the advancement and the variety of 

the methods. Li et al [14] proposed the detection of 

artificial manipulations in a video by locating the blending 

boundary between the combined real and fake potions of 

the video frames. Amerini et al [15] suggest a method of 

deepfake detection that relies on computing the optical 

flow of the given video. Fernando et al [16] put forth a 

technique of detecting deepfakes by utilizing memory 

networks to replicate human-like cognition of the social 

context of the video. Another interesting approach 

suggested by Venkatesh et al [17] is to detect a deepfake 

video by concentrating on the presence of morphing within 

its video frames. For this purpose, a form of context 

aggregation network is put forward. Jeon et al [18] have 

prioritized the computational cost of deepfake detection 

over its accuracy by proposing a lightweight neural 

network architecture that can utilize pre-existing and pre-

trained classifier models. Zhang et al [19] has introduced a 

unique approach to tackling the deepfake problem by 

analyzing the difference in image compression ratios of 

the multiple video frames or images that are blend together 

through error level analysis. Dang et al [20] demonstrate a 

way of increasing the accuracy scores of deepfake 

detection classifiers by using eXtreme Gradient Boosting 

algorithm. Guera et al [35] has proposed a machine 

learning-based tool for automatic detection of 

manipulation traces in videos using CNN.  Recurrent 

neural network (RNN) has used feature extraction and 

classification to find video manipulation. Afchar et al [36] 

has proposed an efficient automatic deep learning method 

for detect facial tampering in videos using Face-2-face and 

Deepfake. The work has achieved 95 to 98% accuracy 

using the above-mentioned methods. Sohrawardi et al [37] 

have proposed an efficient and robust system using 

artificial intelligence techniques for Deepkfake detection. 

Albahar et al [38] have analyzed the impact of the 

Deepfake in society hence they have introduced new 

techniques based on digital watermarking, facial detection 

techniques, and convolutional neural networks (CNNs). 

Using machine learning techniques, the method has 

achieved better accuracy in the detection of Deepfake 

videos. The proposed mechanism has achieved better 

results in terms of accuracy and efficiency in the detection 

of Deepfake.  Therefore, from the review of these existing 

works, the problem of deepfake detection can be solved by 

using various techniques or parameters. The main 

challenge lies in determining these parameters, and other 

ways of improving the already existing detection 

technique.  

This work deals with a modified version of Xception and 

the original Xception architecture proposed by Google 

researchers in 2017 [10]. Xception is a particular format of 

architecture or a particular way of arrangement of the 

different layers of activation present in a convolutional 

neural network model. This Xception model was created 

by modifying the previously benchmark CNN model 

called Inception and replacing its inception modules with 

depth-wise separable convolutions which made the 

network architecture more efficient and allowed a higher 

level of accuracy for the same number of input parameters. 

The main advantage of Xception over other deepfake 

detection techniques can achieve comparable and better 

accuracy results than the other existing detection 

techniques. The Xception is tested on popular datasets like 

FaceForenics [21] and DeeperForensics [22] through a 2-

dimensional network in contrast to 3-dimensional or 

involving computationally expensive recurrent layers [33, 

34]. Hence, Xception is an efficient algorithm and has the 

scope for better accuracy scores to make a perfect model 

for future purposes [37, 38].  

3- Proposed Methodology 

In this paper, a new algorithm for the detection of 

deepfake videos is proposed which involves 3D Inflated 

Xception Net with Discrete Fourier Transformation. The 

model takes in the whole video as an input and categorizes 

it in one of the two possible classifications namely fake or 

real based on the combined results of the 3D Xception 

stream and the 3D DFT stream. This allows the network to 

capture the overall spatial as well as frequency domain 

representations of the video from which local features. The 

local features are extracted subsequently in the 

convolutional layers and facilitating the classification 

while considering all parameters [ 39, 40]. The complete 

pipeline of the proposed algorithm including the data pre-

processing and the 3D Xception and 3D DFT streams are 

presented in detail in the subsequent subsections.  
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3-1- Data Pre-Processing 

The data pre-processing involved inputting the raw video 

into the 3D models to convert the videos into a uniform 

format with fixed dimensions for inputting into the model 

automatically one by one. It is necessary because the 

architecture of the 3D CNN used in our model needs 

inputs of fixed size. The raw video needed to be converted 

into a format that could be readable by the CNN and allow 

it to perform convolutional and padding operations. 

Initially, all video frames were extracted from the videos. 

Any video having lesser than 30 frames was discarded 

since they were too short. For the remaining videos, 30 

frames were selected from the video. After that, each video 

frame is cropped into height and width dimensions of 299 

by 299 pixels respectively. The cropped video frames are 

then converted into Numpy arrays and appended with each 

other to create 3-dimensional matrices of size 30 x 299 x 

299 which could finally be inputted into the main classifier 

models. 

3-2- Network Architecture 

The model consists of two parallel streams- one consisting 

of the Xception model while the other one consisting of 

the Fourier transformation-based classifier. The overall 

structure is as shown in the figure 2. 

 

Fig. 2. Proposed Pipeline for DeepFake Detection 

The Xception stream forms the first part of the pipeline 

which contains the 3D Xception model. A modified 

version of the Xception model is chosen because the 

original Xception architecture is a benchmark model for 

deepfake detection and outperforms other CNN 

architectural configurations for deepfake detection 

purposes. Furthermore, it showed as 2-dimensional, it 

showed great potential for being capable of being further 

enhanced by adding a third dimension to account for the 

temporal attributes of a video. The configuration of this 

model is the same as specified in the original Xception [2]. 

The only change is to the configuration instead of using 2-

dimensional layers inside the CNN, they have been 

replaced with 3-dimensional convolutional layers by 

adding an extra dimension for the depth of the video to the 

already existing height and width dimensions. The newly 

constructed model was initialized randomly and pre-

trained on inflated static videos formed from a subset of 

the ImageNet dataset. ImageNet dataset was chosen 

because it is one of the largest and most exhaustive 

datasets of images and has a demonstrated history of being 

a suitable option for pre-training models without imparting 

any biases to them. Furthermore, it needs to be noted that 

since ImageNet consists of only 2-dimensional images, 

these images had to first be converted into inflated videos 

by appending the same image 30 times to create a static 

video from the inflation of those given images. These 

inflated videos were then used to pre-train the Xception 

model to impart better weight initializations to the model 

than simple random initializations. The deepfake dataset 

called Celeb-DF was introduced to the model for training 

and testing purposes after completing pre-training of the 

model. 

Fig. 3. Video Frames extracted from the Celeb-DF and their 

corresponding DFT Visualizations 

The second stream consists of the Discrete Fourier 

Transformation module which is introduced to do a 

parallel frequency domain analysis on the video. The 

reason behind using a separate stream for frequency 

analysis of the videos is the most artificially generated 

videos can replicate the spatial properties of a video or an 

image. The replicating frequency and amplitude 

distribution of a genuine video is more difficult and often 

unaccounted the generation model and can be exploited to 

determine whether the video for artificially manipulated or 

not. For performing DFT transformation on the input 

videos, each of the video frames extracted from the raw 

videos during the data pre-processing phase is passed 

through a 2D discrete Fourier transformer and the output 

of these transformations is then appended to get an overall 

frequency domain representation. As shown in figure 3. 

Finally, this representation is compressed into a 2D matrix 

and then fed into a Logistic Regression algorithm-based 

classifier to get the output from the DFT stream. The 

logistic regression model is the best fit model as an 

exemplary classifier for binary and multi-class 

classification. The results of the proposed method have 
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shown that our hybrid classifier DFT with logistic 

regression model can differentiate the video samples of 

variable sizes with multiple features as real or fake. Once 

the output is given by the two streams, their outputs are 

combined to get the final result. The combination is done 

by taking a weighted average of the probability of the 

video being fake as predicted by the Xception stream and 

the DFT stream. Higher weightage is given to the output of 

the Xception model since it has a higher accuracy 

performance when used individually. The final probability 

is obtained from taking the weighted average of the 

individual probabilities of the two streams determines 

whether the video is fake or real by comparing it with a 

pre-determined threshold probability value. 

4- Experimental Results 

In this section, the experiments which are conducted to 

determine the performance of our proposed methodology 

are discussed in detail. This involves the overall 

experimental setup and resources used to achieve our 

results, the analysis of the outcome of the testing done on 

our proposed methodology as well as our model’s 

performance comparison to other deepfake detection 

algorithms.  

4-1- Experimental Setup 

Due to the large size of video data as well as the high 

number of convolutional layers involved in the 3D 

Xception model, the training process of the prediction 

model was highly computationally expensive and hence, a 

16GB GPU is used to run the code in our system. The rest 

of the configurations on which the code was run includes 

i7 processor, 8GB in-built RAM along an Ubuntu 

operating system environment. The complete 

implementation of the model is done on Python and 

Pytorch library is used for the implementation of the main 

3D Xception module. The model is trained over 30 epochs 

to attain the final accuracy results. Besides the running 

environment, a publicly available benchmark dataset 

called Celeb-DF is used to test the performance of our 

proposed model. This particular dataset is chosen because 

it has a relatively large size containing 5639. Furthermore, 

the deepfake videos present in this dataset are of higher 

quality than those in previously available datasets and 

involve subjects of vast variations in terms of gender, age, 

and ethnicity, making this dataset suitable for replicating 

real-world deepfakes. A sample of this dataset is shown in 

Figure 4 where the original video and the deepfake were 

generated from it by performing artificial face-swapping. 

 

Fig. 4. Real Video and the corresponding DeepFake generated 

4-2- Results and Analysis 

The performance of the model is measured using Area 

Under Curve (AUC) score of the Receiver Operating 

Characteristics graph since it is the standard parameter 

used for measuring the performance of the previous 

deepfake detection algorithms as well. Three different 

configurations of the proposed methodology are tested and 

their corresponding ROC curve and accuracy scores are 

presented in figure 5 and Table 1 respectively. The first 

configuration involves using the 3D Xception module 

directly without pre-training it on the ImageNet dataset or 

adding the DFT module to it. In the second case, the 3D 

Xception model is first pre-trained on ImageNet before 

training and testing it using the Celeb-DF dataset. As seen 

in the graph in Figure 5, the pre-training of the model 

significantly improves the performance of the model. 

Lastly, the pre-trained 3D Xception module is combined 

with the DFT module to further enhance the performance 

of the overall pipeline.  Lastly, we compare the result 

achieved by the proposed methodology with the best AUC 

score of other prominent deepfake detection algorithms on 

the same Celeb-DF dataset [23]. From Table 2, our 

model’s AUC score is among the best and comparable to 

some of the most advanced deepfake detection techniques. 

An important aspect here is that methods can perform 3D 

computations and those which are introduced to the Celeb-

DF dataset during their training phase perform 

significantly better than the 2-dimensional algorithms.   
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Fig. 5. ROC Curve for different configurations 

Table 1. ROC-AUC % and Accuracy % of different configurations of the 
proposed methodology 

Method 
ROC-

AUC% 
Accuracy % 

3D Xception 94.67 93.29 

3D Xception (Pre- 

Trained with Image 

Net) 

98.13 96.91 

3D Xception- DFT 

(Pre- Trained with 

Image Net) 

98.81 97.66 

Table 2. ROC-AUC % Comparison of the Proposed Algorithm with other 

State-of-the-art DeepFake Detection Algorithms 

Method 
Dimensi

on 

CALEB-

DF 

Training 

ROC-

AUC % 

Two Stream 2D NO 53.8 

MESO4 2D NO 54.8 

MESOInces

ption4 
2D NO 53.6 

HEADPose 2D NO 54.6 

FWA 2D NO 56.9 

VA-MLP 2D NO 55 

VALogReg 2D NO 55.1 

Xception-

raw 
2D NO 48.2 

Xception-

c23 
2D NO 65.3 

Xception-

c40 
2D NO 65.5 

Mutli task 2D NO 54.3 

Capsule 2D NO 57.5 

DSP-FWA 2D NO 64.6 

DFT 3D YES 66.8 

X ception-

Metric- 

Learning 

3D YES 99.2 

RCN 3D YES 74.87 

R2Plus1D 3D YES 99.43 

I3D 3D YES 97.59 

MC3 3D YES 99.3 

R3D 3D YES 99.73 

3D 

Xception- 

DFT (The 

Proposed) 

3D YES 98.81 

5- Conclusion and Future Scope 

In this paper, we presented a new model for enhancing the 

performance of the pre-existing Xception algorithm. This 

was achieved by converting the whole architecture from 

being 2-dimensional into 3-dimensional space which is 

more suitable for handling the additional time-based 

dimension of videos. Furthermore, the paper also proposed 

a pipeline to combine the 3D Xception module with a 

frequency domain-based Fourier transformation model to 

achieve better results in terms of accuracy. Therefore, the 

model proposed in this paper accounts for all spatial, 

temporal as well as frequency domain-based parameters 

and hence can achieve results comparable to the existing 

state-of-the-art deepfake detection algorithms. The 

limitation of the proposed methodology is it increases the 

computational cost and complexity of the deepfake 

detection process. Thus, a common problem of the trade-

off between efficiency and accuracy is created, each 

having its own merits for a particular use case. The future 

scope of this work would involve finding a way to make 

the proposed model more efficient while retaining the 

same level of accuracy. In real-time applications, speed is 

an important factor for the model to detect fake videos. 
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